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Preface 
To illustrate the statistical functions and techniques within Excel we have 
used examples drawn for the world of research. We chose to do this be-
cause we believe this will clearly demonstrate some of the facilities within 
this spreadsheet. However, the statistical power of Excel will allow read-
ers to use this software in a variety of ways, far beyond that of research.  
 
Statistics is both a science and an art. It is a science in that it is a body of 
knowledge which is built on a series of well established rules of applied 
mathematics. Rigorous statistical analysis is required for quantitative re-
search. There is no argument about how statistical calculations or tech-
niques are to be performed and if the rules are not followed then incor-
rect answers will most probably be produced. However statistics is also 
an art that requires a considerable amount of judgement on the part of a 
practitioner. Judgements and decisions have to be made that relate to 
deciding how a research question should be designed and the role of 
data and statistics in answering it. There are issues relating to which sta-
tistical technique to use, what level of significance to work at, and how 
the results can be interpreted.  
 
What is also problematic in statistics, which is why it should be regarded 
as an art, is that there may be disagreements among practitioners about 
the meaning on these judgements and what answers could be given. It is 
indeed common to find different researchers taking quite different posi-
tions concerning which statistical technique is best to use. Not to mention 
the fact that the same statistical results can be understood differently. 
Excel, with its built in statistical functions is a good tool to use to become 
familiar with statistics. There are many statistical functions in Excel but 
this book only addresses the functions required to perform the tasks 
most often required by researchers. Advanced functions are not used. It 
is also important to say that Excel has limitations as a statistical package 
and experienced researchers may well need to use a dedicated statistics 
package as well as Excel. 
 
This book is not intended to cover all the possible statistical procedures 
or techniques that can be performed within Excel. The intention is that it 
will be an introduction to statistics which will facilitate readers to acquire 
the knowledge to understand the basics and to progress further if he or 
she so wishes. Furthermore for those who wish to use Excel in more ad-
vanced ways there is a list of add-in products in the Appendix. 
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How to use this book 
This book starts with the assumption that little is known about statistics; 
however it does assume that the reader has some knowledge of Excel. 
 
This book has been written as a tutorial and as such the techniques of 
statistics are illustrated through many examples. The mathematical equa-
tions required for statistical concepts such as the mean and the standard 
deviation have not been provided as these are easily performed with 
functions in Excel.  
 
It is hoped that readers will follow the examples by using the techniques 
and for this reason the data referred to in the book is available to the 
reader by downloading files from the web. 
 
For beginners to statistics it is preferable to start reading at the begin-
ning i.e. Part 1 and proceed slowly through the book. For those who have 
a knowledge of statistics the book may be started at Part 2 or at Part 3. 
 
A glossary has been provided at the start of each Part which covers the 
statistical terms used in that section of the book. 
 
Self tests, assignments and exercises are provided and worked solutions 
to these are available on request. 
 
Three types of files are available for use with this book. These are ob-
tainable at the following website http://www.academic-
publishing.org/intro_excel.htm. The first set of files contains data for the 
worked examples in the book. The second sets of files are Excel files 
which can be used as templates. The third set of files contains data 
which is used in the exercises at the end of each part. 
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Understanding statistical techniques 
 
2.1 Introduction 

Part 1 addressed the issues of descriptive statistics. Means, medians, 
standard deviations, correlation coefficients and other statistical meas-
ures have been used to describe a sample of data which we have ob-
tained. It will have been noticed that most of the exercises in Part 1 were 
based on data obtained by the use of a simple questionnaire.  
 
In Part 2 new ideas and new techniques are introduced and in so doing, 
the learner will move beyond the world of descriptive statistics into 
what is referred to as inferential statistics. The difference between 
descriptive and inferential statistics is that with descriptive statistics it is 
only possible to make statements about the sample. In inferential statis-
tics it is possible to use data from the sample to make statements about 
the whole population. Specifically, if we have a suitable sample it is pos-
sible to know quite a lot about the whole population from which the 
sample came. It is important for researchers to always keep in mind the 
difference between the population (the total set of all possible elements 
from which a sample is drawn.) and the sample (a part of something lar-
ger such as a subset of a population. This sample is usually drawn using 
a sampling frame). 
 
Before commencing the discussion of inferential statistics it is necessary 
to introduce learners to a few other concepts and the first issue we ad-
dress is the shape of the data through data frequency tables. 
 
2.2 Data Frequency Tables 

Data frequency tables have been considered before in Part 1 but they are 
addressed here again because much of what follows is based on the idea 
that if we know what a particular data frequency table or data frequency 
distribution looks like, then we really know quite a lot about the variable 
which this table or distribution represents. Remember we discussed some 
of the issues about a data distribution when we addressed skewness (left 
or right) and kurtosis (peaked or not peaked) in Part 1. Shortly we will 
look at a data distribution which is not skewed and where the kurtosis is 
neither over or under peaked. 
 
Remember the data frequency table refers to a way of presenting a 
summary of the data in such a manner that it facilitates the possibility of 
seeing patterns or relationships in the data. A data frequency table shows 
how many times each data point (observation or outcome) occurs in a 
given data set. Distributions may take different shapes and this section of 
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the book will consider data which is typical of that obtained from the 
questionnaire concerning the background of students registered at a 
School of Business and a School of Accounting used in Part 1. The issue 
or variable which will be considered here is the length (in months) of 
working experience which students obtained before registering for their 
post-experience degree. 
 
In this example we have obtained 30 completed and usable question-
naires from students from the School of Business and another 30 com-
pleted and usable questionnaires from students from the School of Ac-
counting. We have 60 data points in all. 
 
A usable questionnaire is one which has been sufficiently completed that 
it may be included in the data set obtained. Researchers sometimes ex-
clude questionnaires where more than a few questions have not been 
completed or answered by the respondent. When this happens it is usu-
ally believed that the questionnaire was poorly designed. In the same 
way as discussed in Part 1 a small number of missing data points or ele-
ments may be estimated. Sometimes there can be a very large number 
of non-respondents i.e. questionnaires not being returned at all, and this 
can damage the credibility of the survey. 
 
The 30 respondents from the School of Business supplied the following 
number of months working experience: 
 
Table 2.1: School of Business, number of months working experience  
 
23 28 29 34 34 39 43 44 45 45 48 48 49 54 54 

54 55 56 56 65 65 65 67 73 76 76 77 78 87 92 
 
Respondents from the School of Accounting replied with the following 
data: 
 
Table 2.2: School of Accounting, number of months working experience  
 
10 12 12 16 19 20 22 23 23 23 26 28 29 32 33 

34 34 41 43 43 44 45 45 54 56 56 56 65 67 76 
 
These two data sets have been reproduced in this section across columns 
to conserve page length in this book. These data would normally be en-
tered in a spreadsheet in one column. 
 
It is possible to create a data frequency table by just counting the num-
ber of times each data point occurs. However, it is often the case that it 
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is better to group data into intervals such as 10-19, 20-29 etc. This oc-
curs with data for quantitative variables such as age, weight, income etc, 
where there are likely to be many different outcomes. 
 
The first step in producing a Frequency Table is to establish the range of 
the data. The technique for doing this has been described in Part 1. The 
range for the School of Business is 69 and the range for the School of 
Accounting is 66. 
 
The second step is to decide the number of groups/intervals into which 
the data should be divided. A heuristic for this is that the data may be 
grouped into the number of intervals represented by the square root of 
the sample size. As the sample size is 30 five or six groups would be ap-
propriate in this exercise26

1. the full range of data from which the frequency distribution is re-
quired 

. It is useful to keep the width of the intervals 
constant except perhaps for the first and final groups. In this exercise we 
have used interval markers of under 25, 36, 48, 60, 72 and greater than 
72. These numbers need to be entered I6 to I11. 
 
Excel has a function which allows data frequency tables to be constructed 
which is called =frequency(). 
 
The =frequency() function is an array function which means that it is 
entered in a different way to other functions. The function needs two 
pieces of information:- 
 

2. the intervals which are to be used in the data frequency table. 
This is called the bin range. 

 
Considering Figure 2.1, the required data distribution in intervals has 
been entered into the range I6 through I11. The =frequency() function 
can now be used in the adjacent column to calculate the frequencies. As 
=frequency() is an array function the range J6 through J11 is first se-
lected and then to produce a frequency table for the responses from the 
School of Business, the following formula is entered in J6. 
  

=frequency(C3:C32,I6:I11) [CTRL + Shift + Enter] 
 

                                                
26 There is in general agreement that the number of intervals should not be less than 5 and 
not more than 20. 
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Figure 2.1: The data and the =Frequency() function 
 
In the case of an array function it is necessary to hold down the CTRL 
key and the Shift Key and to then press Enter. The result is that the 
frequency is calculated for each interval or bin in the range and are 
placed in cells J6 to J11. 
 
To calculate the frequencies of the School of Accounting, select the range 
K6:K11 and enter the formula  
 
 =frequency(D3:D32,I6:I11) [CTRL + Shift + Enter] 
 
The frequency table which is produced by Excel is shown in the right 
hand corner of Figure 2.1 in the range I4 to J10.  
 
The results of the =frequency() function are now reproduced in Table 
2.3. 
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Table 2.3: School of Business Frequency Table of the number of stu-
dents and the number of months working experience. 
 

Months 
Experience 

No of 
Students 

Under 25 1 
26-36 4 
37-48 7 
49-60 7 

     61-72 4 
above 72 7 

Total 30 
 
Having established the frequency of the individual groups or classes, the 
relative frequency can be calculated as a percentage of each group rela-
tive to the total. The cumulative relative frequency is then the percentage 
across the range shown in Tables 2.4 and 2.5. 
 
Table 2.4: School of Business Frequency Table with relative frequency  

 
Months 

Experience 
No of 

Students 
Relative 

frequency 
Under 25 1 0.03 

26-36 4 0.13 
37-48 7 0.23 
49-60 7 0.23 

     61-72 4 0.13 
above 72 7 0.13 

Total 30 1.00 
 

Table 2.5: School of Business Frequency Table with relative frequency 
and cumulative relative frequency 

 
Months 

Experience 
No of 

Students 
Relative 

frequency 
Cumulative 

Relative 
frequency 

Under 25 10 0.33 0.33 
26-36 7 0.23 0.57 
37-48 6 0.20 0.77 
49-60 4 0.13 0.90 
61-72 2 0.07 0.97 

Above 72 1 0.03 1.00 
Total 30 1.00  
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These frequency tables may be plotted as histograms. Figure 2.2 shows 
the results for the School of Business and. Figure 2.3 shows the results 
for the School of Accounting. 

 

 
 

Figure 2.2: A histogram used to examine the shape of the data fre-
quency table for the School of Business 
 
Excel does not directly produce a histogram with the bars touching each 
other as shown in Figure 2.2. To obtain this effect a normal bar chart is 
first drawn. Then the cursor is placed on one of the bars and the right 
mouse button clicked. Choose Format Data Series and then Options. This 
will allow the Gap Width to be specified as Zero and the histogram effect 
is achieved. 
 
Note that this chart using the given intervals is tri-modal. This example 
shows one of the difficulties with using the mode as it is not unique. It 
may also be the case that this data actually contains more than one dis-
tinct sub-group  
 
In Figure 2.3 there is a distinct trend for degree candidates to register for 
the post-graduate degree soon after their first degree and thus without a 
larger number of years working experience. 
 



 76 

 
 
Figure 2.3: A histogram used to examine the shape of the data fre-
quency table for the School of Accounting 
 
No further analysis is required to recognise that the distribution of work 
experience had by the degree candidates in the School of Business and 
the School of Accounting is different. These two data sets can be plotted 
on the same axis using a line graph shown in Figure 2.4. 
 

  
 

Figure 2.4: The School of Business and the School of Accounting data 
as traces on one graph 
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The line graphs as shown in Figure 2.4 are sometimes called a trace or 
frequency polygon as they show the line which joins the mid-points of 
the tops of the rectangles in the histograms. 
 
It may be seen from both the tables and the graphs that there are differ-
ences between these two distributions. The School of Business has more 
mature students (more working experience) and these are spread across 
the work experience range with three modal points, which are the most 
work experienced groups. In the case of the School of Accounting there 
are fewer students with more working experience and the mode is the 
least work experienced group. 
 
As mentioned above the data frequency table describes the pattern in the 
data and this is one way in which a distribution may be represented.  
 
In addition a distribution may be described using the mean and the stan-
dard deviation. It is also possible to use a mathematical formula to de-
scribe a distribution. However, it should be noted that the data distribu-
tions described above are not probability distributions. Probability distri-
butions are described below. 
 
2.3 Normal Distribution 

In Figures 2.2 and 2.3 above a practical data frequency distribution was 
created using the =frequency() function, and in this case graphed, from 
the sample data we obtained using a questionnaire. This way of present-
ing the data showed that there was a particular shape to the data ob-
tained and this represented a pattern in the opinions which were offered. 
In other instances the shape of the data would represent how events 
took place. There are many different types of shapes which will appear 
when data is graphed. One of the most frequently encountered is bell 
shaped and thus suggests that the sample and population come from 
what is called a normal distribution. The normal distribution is of great 
importance in statistical analysis. The normal distribution is referred to as 
a probability distribution. The notion of probability is central to the idea 
of the normal distribution and we will refer to this many times in the bal-
ance of this Part of the book. The normal distribution is sometimes called 
a Gaussian distribution. Carl Friedrich Gauss was a famous German 
mathematician working in the 19th century. 
 
A probability distribution is sometimes thought of as a theoretical data 
frequency distribution which states how outcomes or observations are 
expected to behave. As with the data frequency distributions already de-
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scribed above it may be represented by tables or diagrams or a mathe-
matical formula.  
 
The graph of a normal distribution is bell shaped which is symmetrical 
around the mean value in the middle of the graph, and it has a number 
of particular properties. Figure 2.5 shows the shape of a typical Normal 
distribution curve produced in Excel and the distribution table of values is 
shown in Figure 2.8, which will be referred to in detail later.  
 
By convention the total area under a normal shaped curve is always 1. 
Thus the bell shaped curve consists of two sides each of which is 0.5 in 
area. The probabilities are represented by the area under the curve. By 
definition this means that we cannot talk about the probability of a single 
value occurring. We talk about the probability of values being greater 
than or equal to some observed or specified value. We can also talk 
about the probability of values being between certain limits. Because the 
area under the curve is equal to 1 the probabilities mentioned above may 
be understood as being the fraction of the population that lies above or 
below or within the specified values. It is important to recall that the 
probability of an event which will certainly occur such as the fact that we 
will all die is 1 and the probability of an event which is impossible such as 
we will all fly to the moon is 0 (zero). 
 

 
 
Figure 2.5: The bell shape of a standardised normal distribution curve 
or graph 
 

The area under the 
curve is always re-
garded as being 1. 

The curve is al-
ways divided into 
2 equal parts of 
0.5 each. The left 
side is negative 
and the right is 
positive. 
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The Normal distribution is a continuous probability distribution which de-
scribes the frequency of the outcomes of the random variable. The actual 
shape of the normal distribution curve is a function of the mean value 
and standard deviation27

Distribution 

 of the distribution. The mean and the standard 
deviation of the distribution are referred to as the parameters of the dis-
tribution. 
 
All the following distributions are normally distributed. 
 
Different means and different standard deviations lead to different bell 
shaped curves as may be seen in Figure 2.6. 
 

Mean Std dev 

Distribution 1 
The number of work permits 
issued each year in the country 

12,500 750 

 

Distribution 2 
The number of children vacci-
nated against flu each year in 
the country 

17,500 5000 

 

                                                
27 The mean and the standard deviation were discussed in Part 1 where it was shown how 
to calculate them using Excel functions. 

Normal Distribution 

0 
0.00002 
0.00004 
0.00006 
0.00008 
0.0001 

0.00012 

-4500 -100 4300 8700 13100 17500 21900 26300 30700 35100 39500 

Normal Distribution 

0 
0.0001 
0.0002 
0.0003 
0.0004 
0.0005 
0.0006 

9500 10100 10700 11300 11900 12500 13100 13700 14300 14900 15500 
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Distribution Mean Std dev 

Distribution 3 
The number of microchips 
manufactured in China each day 

187,000 50,000 

 

Distribution 4 
The number of burgers sold in 
the fast-food restaurants in Dub-
lin airport each month. 

3,500 400 

 

Figure 2.6: Different data sets which display the characteristics of a 
normal distribution. 
 
The theoretical distributions in Figure 2.6 have different means and dif-
ferent standard deviations, but it is also possible for there to be many 
distributions with the same mean, but with different standard devia-
tions as is shown in Figure 2.7. Note the smaller the standard deviation 
the “tighter” the graph, and the larger the standard deviation the “flatter” 
the graph. Tight graphs, i.e. ones with small standard deviations, suggest 
that there will be less variability in the sample and flat graphs i.e. ones 
with large standard deviations, suggest that there will be a high degree 
of variability. This higher standard deviation can mean more risk than a 
lower degree of variability. 

Normal Distribution 

0 
0.0001 
0.0002 
0.0003 
0.0004 
0.0005 
0.0006 
0.0007 
0.0008 
0.0009 
0.001 

1900 2220 2540 2860 3180 3500 3820 4140 4460 4780 5100 

Normal Distribution 

0 
0.000002 
0.000004 
0.000006 
0.000008 
0.00001 

0.000012 
0.000014 
0.000016 
0.000018 
0.00002 

-13000 27000 67000 107000 147000 187000 227000 267000 307000 347000 387000 
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Figure 2.7: Four data distributions with the same mean but with 4 dif-
ferent standard deviations. 
 
In Figure 2.7 the σ is used to denote the standard deviation. 
 
One of the more important attributes of the normal distribution curve is 
the specific way in which the outcomes of the variable are spread about 
its mean. If a distribution is normal then by definition 68% of the popula-
tion outcomes/values lies within plus or minus one standard deviation 
from the mean and 95% of the population outcomes/values lies within 
plus or minus two standard deviations (actual value is 1.96 but this is 
usually expressed or rounded to 2) from the mean. And finally 99% of 
population outcomes/values lies within plus or minus three standard de-
viations (rounded up from 2.58 to the nearest integer) from the mean. 
This is illustrated in Figure 2.8. 
Note, in theory the tails of the graph in Figure 2.8 do not touch the x-
axis. They are said to extend to infinity. As a result it is possible to occa-
sionally find very large or very low values which are actually data points 
within the distribution28

                                                
28 Recall the issue of outliers which was discussed in Part 1 of the book. Some outliers will 
be perfectly respectable members of a data set whose values are to be found deep in the 
tails of the distribution. 

.  
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Figure 2.8: The percentage of the data within 1, 2 and 3 standard de-
viations29

Remembering the rule of how data is distributed in a normal distribu-
tion

 under a normal distribution.  
 

30 and using these characteristics we can interpret research results in 
a meaningful manner. For a normal distribution where the mean is 25 
and the standard deviation is 4, we can say that approximately 99% of 
the population values lie between 25 + (3 * 4) which equals 37 and 25 – 
(3 * 4) which equals 13. This means that we can say that we expect with 
99% confidence that an observation drawn from this distribution will take 
a value of between 13 and 37. Note that it is assumed that the observa-
tion has been randomly taken from the population and it is important to 
remember that the two tails of the normal curve theoretically stretch to 
infinity. So it is possible to obtain a very small value and a very large 
value, which although highly unlikely, are valid observations or values in 
the normal distribution31

It should be noted in Figure 2.8 that there are three divisions of the 
curve on either side of the mean i.e. 3 standard deviations. If the data 

. 
 
An application of this is to use the normal distribution to establish the 
relative position of an observed value to others in a population. For ex-
ample, suppose an individual drawn at random from the above example 
(mean = 25 and standard deviation = 4) exhibits a value of 33 then it 
may be said that the individual is two standard deviations above the 
mean and is therefore in the top 2.5% of the population. 
 

                                                
29 It is important to recall that although 1, 2 and 3 standard deviations are frequently used 
to describe the distribution of data under the normal curve these numbers are only ap-
proximations. The actual numbers are 0.84, 1.96 and 2.5.  
30 This is sometimes referred to as the 68-95-99 Rule. 
31 It is possible that invalid observations occur i.e. errors and if this is the case they need to 
be adjusted or omitted from the data. 
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distribution is taken as a whole there are six possible divisions between 
what would be, for practical purposes, the maximum and the minimum 
values of the distribution. Therefore if the range of a data set i.e. the 
difference between the maximum and the minimum values, are taken 
and divided by 6 then this resultant number may be used as a heuristic 
for the standard deviation.  Clearly the actual calculation of the standard 
deviation is better and with a spreadsheet this is easy to do. But some-
times this heuristic is useful. 
 
2.4 The standard normal curve 

Any variable a researcher is working with will have its own mean and 
standard deviation. All these means and standard deviations could be 
different and if every time we wanted to study a situation we had to work 
(i.e. make our calculations) with different means and standard deviations 
we would be faced with arithmetical challenges. However we are able to 
minimise this arithmetic work by standardising any variable to have a 
mean of zero and a variance or standard deviation equal to 1. 
 
Returning to Figure 2.8 the normal distribution shown here is called the 
standard normal curve because the mean is zero and the standard 
deviation is 1. It is unusual for any normal distribution to have a mean of 
zero and a standard deviation of 1. However, any normal distribution 
variable can be standardised or transformed so that it may be considered 
to have a mean 0 and standard deviation 1. When this is done the result-
ing standardised variable is called the Z variable and the probability asso-
ciated with the Z variable is shown in the Standard Normal Distribution 
Tables in Figure 2.10 (on page 86). 
 
Now to explore the idea of probability.  
 
Example 1 
Recall that having processed the results of the questionnaire in Part 1 we 
found the response to Question 1 to have a normal distribution32

                                                
32 In order to be able to use this type of logic it is necessary to make an assumption about 
how the data was distributed. 

 of mean 
3.47 and a standard deviation of 2.05. 
 
We find an additional questionnaire (apparently a late submission) with a 
response rating of 8 to question 1.  
 
The quality of the lectures is excellent  
Strongly Disagree       Strongly Agree 
 1.  2.  3.  4.  5.  6.  7.  8.  9.   
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We wish to establish the probability of a score of 8 or more coming from 
such a distribution (i.e. the distribution we found when we first analysed 
the data we obtained in Part 1). If traditional tables are to be used like 
those in Figure 2.10 then the first step is to standardize the score 8 in 
terms of the number of standard deviations it is from the mean. This is 
done by using the formula33

σ
µ−

=
xZ

: 

 

Where, X is any given data point (we sometimes call this number the X-
score) in the sample, in this case 8, μ is the mean of the population, in 
this case 3.47 and σ is the standard deviation of the population in this 
case 2.05.  
 
Therefore 

05.2
47.38 −

=Z  

 
= 2.21 Standard Deviation units 

above the mean. 
 

The 2.21 is sometimes called the standardised value of 8 in terms of a 
data distribution where the mean is 3.47 and the standard deviation is 
2.05. 
 
The location of the Z = 2.21 which is the number of standard deviations 
the new data point, 8, is from the mean, may be viewed in Figure 2.9. 
 
2.5 Normal curve and probability 

In Figure 2.9 the area under the curve to the left of the Z-score (2.21) 
represents the probability that a value could be 8 or less, i.e. there is a 
high probability here. The area under the curve to the right of the Z-
score (2.21) represents the probability that a value could be 8 or more, 
i.e. there is a low probability here. Note that we cannot use this tech-
nique to say what is the probability of a score being 8 as for a continuous 
variable any single X-score has a probability of zero. 

                                                
33 The Greek symbols μ (this character is pronounced mu) and σ (this character is pro-
nounced sigma) are used by statisticians to represent the mean of the population and the 
standard deviation of the population. This will be discussed further later in this book. 
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Figure 2.9: Using the normal curve to show the area of the curve repre-
senting the probability of a Z-score greater than 2.21  
 
The Z-table which will be used here to find the corresponding probability 
is in Figure 2.10 below. 
 
To use the Z-tables look down the first column in the table on the ex-
treme left until 2.2 is found. The column next to the right shows the 
value of the Z-score for 2.20. If you move one column further to the right 
the value is that required for a Z-score of 2.21. Note if a Z-score of 2.22 
had been required it would have been necessary to move another step to 
the right. 
 
The table value for 2.21 is actually 0.9864 which represents the probabil-
ity for a Z-score being less than 2.21 standard deviations above the 
mean. Therefore the probability of getting a value of 8 or more is equal 
to one minus 0.9864 which is 0.0136 or 1.36%34

                                                
34 The area in the table is the area under the Standard Normal Curve to the left of the 
computed value of Z. In this case we are interested in the area under the curve to the right 
of the calculated value of Z. 

. Note that we subtract 
the 0.9864 from 1 because the total area under the curve is 1. A prob-
ability of 1.35% is very low and it would be wise to question the validity 
of the late arriving questionnaire with a score of 8. 
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Figure 2.10: A set of published Standard Normal Distribution Tables (Z-
tables) showing probabilities for less than a given Z-score  
 
The table shown in Figure 2.10 gives the probability of obtaining a Z-
score from the specified value (in this case 8) back to the extreme left 
end (tail) of the curve. As in this example we wanted to calculate the 
probability of 8 or more occurring, it was necessary to find the area of 
the curve to the right of the z-score. 
 
Subtracting the table value from one (unity) in order to determine the 
probability can sometimes present difficulties to the newcomer to this 
technique. In Figure 2.11 the normal curve is shown as comprising the 
section having a probability of 0.9864 and the section having a probabil-
ity of 0.014. The area under the curve to the left of the Z-score is what is 
tabulated. Thus when we are interested in the area to the right of the Z-
score we need to subtract the tabulated area from 1. Figure 2.11 shows 
the two parts of the area under the curve. 



 87 

 
Figure 2.11: The sum of the two areas (blank and shaded) is equal to 1  
 
Example 2 
Another example to illustrate the above technique considers the probabil-
ity of a value of 7 or more being returned for the question. 
 
The quality of the lectures is excellent  
Strongly Disagree       Strongly Agree 
 1.  2.  3.  4.  5.  6.  7.  8.  9.   
 
The first step is to standardise the X-score using the same formula as 
before. 

05.2
47.37 −

=Z  

 
= 1.72 Standard Deviation units  

 
The location of the Z-score (1.72) is shown in Figure 2.12 below and the 
required area to the right has been shaded. Remember that the area to 
the left of the Z-score is the probability of a score of 7 or less. 

 

 
Figure 2.12: Using the normal curve to find the probability of the Z-
score being greater than or equal to 7 or more. 
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Using the table in Figure 2.13, the area to the left of the Z-score (1.72) is 
0.9573. Therefore the probability of obtaining a value of 7 or more is 
equal to one minus 0.9573 which equals 0.0427 or 4.27%. 

 
Figure 2.13:- The areas of the normal distribution and the probabilities 
associated there with. 
 
With the use of Excel we do not have to resort to Z-score tables. Excel 
will calculate the numbers required and it will do so more speedily and 
also to a greater degree of accuracy. 
 
2.6 The =normdist() function 

Instead of using tables to look up Z-scores with which to compare a cal-
culated test statistic to a theoretical statistic, a researcher can use Excel. 
Excel offers a function to calculate the probability of an observation being 
a member of a population with a given mean and a given standard devia-
tion. This is the =normdist() function. 
 
The form of this function in Excel is: 
 

=normdist(x,mean,standard_dev,cumulative) 
 

where x is the X-score. 
 
Repeating Example 2 described previously but using the Excel 
=normdist() function the following is required in cell C6. 
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Figure 2.14: The Excel spreadsheet used to calculate the probability of 
an X-score for normal distributions 
 
In Figure 2.14 the formula in cell C6 is 
 

 =normdist(C2,C3,C4,C5)  
where  C2 = X-score (observed Value)  

C3 = Mean to be tested against,  
C4 = Standard deviation 
C5 = Indicator point to use the probabil-

ity density function. TRUE indicates 
the area under curve and FALSE in-
dicates the ordinate35

The result shows a probability of the X-score being less than 7 to be 
0.957461. Therefore, as before, to calculate the probability of the X-score 
being greater than 7 it is necessary to subtract the answer from one i.e. 
1 - 0.957461=0.0427 or 4.27%.   
 
Example 3 
To look at another example, if we have a population with a mean of 40 
and a standard deviation of 5, and we want to know the probability that 
an observation or outcome obtained from this population could be 30 or 
more we can use Excel as follows.  
 
Figure 2.15 shows the result f using of the =normdist() function in cell 
B6. 
 

. 
 

                                                
35 The FALSE indicator for this Excel function has not been used in this book. See the Excel 
Help function for more information about this option. 
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Figure 2.15: The calculation of the probability of the observation occur-
ring from the probability distribution curve. 
 
Once again in Figure 2.15 the formula in cell B6 is 
 

=normdist(B2,B3,B4,B5)  
where  B2 = Observed Value,  

B3 = Mean to be tested against,  
B4 = Standard Deviation 
B5 = Indicator point to use the probabil-

ity density function. TRUE indicates 
the area under curve and FALSE in-
dicates the ordinate. 

 
The result shows a probability of the X-score being less than 30 to be 
0.02275. Therefore, as before, to calculate the probability of the X-score 
being greater than 30 it is necessary to subtract the answer from one. 
i.e. 1 - 0.02275 = 0.97 or 97%. 
 
Example 4 
In another example we consider the same mean 40 and the same stan-
dard deviation of 5 but this time we want to know the probability that an 
observation or outcome obtained from this population could be 36 or 
more. We proceed as follows: 
 

 
 
Figure 2.16: The calculation of the probability of the observation occur-
ring from the probability distribution curve. 
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In Figure 2.16 the formula in cell B18 is 
 

=normdist(B14,B15,B16,B17) 
=0.211855  

The Excel spreadsheet shows a probability of 0.0211855. As before to 
calculate the probability of the X-score being greater than 36, it is neces-
sary to subtract the value returned by Excel from 1. This calculates to 
78.8% (i.e. 1 - 0. 0211855 = 0.788). 

= 79% (rounded up) 
 
Example 5 
In this example, we consider the distribution of year end exam results 
that follow a normal distribution with a mean of 55 and a standard devia-
tion of 10. If the results followed this distribution in the next examination 
what mark would you expect to divide the class into two groups, one of 
which consisted of 95% of the pupils and the other 5% of the pupils. 
 
The Z-value for 95% (or .95) of the curve is in the right hand tail and by 
consulting the tables it will be found to occur at 1.645 and this is repre-
sented in Figure 2.17. 

 
Figure 2.17: Z-value of 1.645 splits the total area into 95% and 5%. 

The standardised value of the marks (X) is equal to 
10

55−X
which is set 

to equal 1.645 in this example. 
 
This is represented by 
 

10
55−X

= 1.645 

Multiplying both sides of this equation by 10 and rearranging to solve for 
X we find:   
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45.71

10*645.155
=

+=
X
X

 

 
Example 6 
The Jones twins are highly competitive. The first twin is in a group for 
mathematics which has been given a test for which the results are dis-
tributed normally with a mean of 65 and a standard deviation of 5. The 
first twin’s score is 73. The second twin is in a different group which does 
a totally different type of mathematics test and whose results are distrib-
uted normally with a mean of 35 and a standard deviation of 11. The 
second twin scores 43. Which twin has done relatively better in their 
test? 
 

First twin:  Z-score = 
5

6573 −
 = 1.6 standard deviations 

  

Second twin: Z-score = 
11

3543 −
 = 0.73 standard deviations 

 
Using tables P ( ) %5.5055.0548.9452.16.1 ===−=≥Z which means 
that this twin is in the top 5.5% of the class. 
 
Using tables P ( ) %4.23234.2327.7673.173.0 ===−=≥Z which means 
that this twin is in the top 23.4% of the class 
 
Thus the first twin has performed relatively better to the peer group than 
the second twin. 

 
Figure 2.18: The shaded part of the curve shows the probability of first 
twin with a score of 73.  
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Figure 2.19: Shows the probability for the second twin with a score of 
43. 
 
2.7 Estimation and confidence interval 

In the context of this book, estimation is the process of establishing the 
likely value of a variable. The most direct form of estimation is to estab-
lish a single-point value. As has been addressed in Part 1 of this book, 
the mean, the median or the mode may be used as single-point esti-
mates. However, the use of these single statistics does not always con-
tain enough information and the alternative, which is an interval esti-
mate, may be required.  
 
For example, looking at the results of Question 1 from the questionnaire 
in Part 1 of this book the question was: 
 
 
 
The quality of the lectures is excellent  
Strongly Disagree       Strongly Agree 
1.  2.  3.  4.  5.  6.  7.  8.  9.   
 
With a sample size of 30, the mean score for this question was 3.47 and 
the standard deviation was 2.05. 
 
If a single point estimate of the true mean score (μ) for Question 1 is 

required then the average score X  of 3.47 can be used. This is the 
“best” estimate using a single-point value. However, it is possible that 
more information about the estimate of the mean is required. Here an 
interval estimate can be calculated and in this case the single number is 
accompanied by confidence limits. 
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Recall that the average score for Question 1 of the sample of the 30 

questionnaires returned is X  = 3.47 with a standard deviation s=2.05. 
Because we are dealing with a sample mean the confidence interval 
which we require will use the standard error as described in Part 1. This 
is calculated as the standard deviation divided by the square root of the 
size of the sample. In this case the estimate of the standard error for Q1 
is 0.374. To establish the 95% confidence limits we need to add 2 stan-
dard errors36

2.8 Standard Error of the Mean 

 to the calculated mean and subtract 2 standard errors from 
the calculated mean. In this case the results are 4.21 and 2.73 respec-
tively. Thus we conclude with 95% confidence that the true lies between 
these two values. 
 
We might also be interested in knowing what the position is at a confi-
dence level of 99%. In this case we add 3 standard errors to the calcu-
lated mean and subtract 3 standard errors from the calculated mean, 
which produces results of 4.59 and 2.35 respectively. This technique of 
estimating the interval value of the responses can be used for all ques-
tions in the questionnaire in Part 1 if required. 
 

As indicated above the Standard Error (SE) was first mentioned in Part 1 
of this book in the same section as the standard deviation, but its use 
was not described. Whereas the standard deviation applies to a whole 
population the standard error only applies to the sampling distribution of 
the means drawn from a population. 
 
Many different samples of the same size may be drawn from a popula-
tion. The number of samples can be very large if the values comprising 
the sample are allowed to be taken more than once from the population. 
If this is the case we refer to the samples as having been taken with re-
placement. 
 
In Figure 2.20 below the samples are of the same size. 
 

                                                
36 Remember that the actual number is 1.96 but this is frequently rounded to 2. 
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Figure 2.20: A large number of samples may be taken from a popula-
tion especially if the sample elements are taken another time. 
 
Since the samples are drawn from the same population the population 
standard deviation for each sample is σ  sigma. Thus the population 
standard error SE(P) for samples of size n is  

n
SE P

σ
=)(  

In practice the value of σ is not known and thus is estimated from the 
observations from a single sample for which the inferences are to be 
based. The SE is calculated by dividing the standard deviation of the sin-
gle sample on which inferences are to be made by the square root of the 
sample size (n) i.e. 

nsObservatio of  Number
Deviation  Standard  Sample

=SE  

n
SDSE =  

 
The SE will always be smaller than the standard deviation of the popula-
tion (for n 2). 
 
Furthermore, in Figure 2.21 we show that the distribution of sample 
means will be closer to the mean of the population than the data points 
in the original population as the standard deviation of the sample means 
is smaller. 
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Figure 2.21: The distribution of the population and the distribution of 
sample means within that population 
 
The sampling distribution of the mean of a sample of size N≥30 from a 
population with mean µ and standard deviation σ will be approximately 

normally distributed with mean µ and standard error = 
n

σ
. This follows 

from one of the most important principles in statistics which is referred to 
as the central limit theorem37

( )








−

=

n

XZ
σ

µ

. 
 

As a consequence the Z-score will be  for sample means and 

will follow a standard normal distribution. 
 
The standard error is used for interval estimation of the true mean µ and 
for carrying out tests of hypotheses concerning the true mean µ of a dis-
tribution. 
 
In practice we usually do not know the value of σ and estimate it with 
the sample standard deviation referred to as s. At that point the Z-score 
(normal distribution) is not used, but instead a t (the so-called Student t) 
distribution is used. 
 
The equivalent of the Z-score equation then becomes 

                                                
37 The central limit theorem states that with a large population the means of the samples 
taken will be normally distributed and that the mean of the means of the samples will be 
the mean of the population and the standard deviation of the distribution of the means will 
be standard deviation of the population from which the population was drawn divided by 
the square root of the sample size. For the central limit theorem to apply the sample should 
be greater than 30 and it should be small relative to the population. 
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( ) 1       ,1 −=
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n
s

Xtn
µ

 (where v=degrees of freedom) 

 
which follows a t-distribution with (n-1) degrees of freedom. 
 
The use of the t-distribution38

2.9 Hypothesis testing 

, when the sample size is less than 30, ac-
tually depends on knowing that the random variable being studied fol-
lows a normal distribution. However, since the t-distribution or t-statistic 
is known to be robust with respect to the normal distribution assumption, 
we tend to use it without paying too much attention to this issue. 
 
In general when we work with means of samples we use the standard 
error, but when we work with individual data points we use the standard 
deviation.  
 
The larger the sample sizes in use the smaller the standard error. 
 

Hypothesis testing is a central concept in statistical reasoning and think-
ing and when this technique is mastered it will provide the researcher 
with a number of useful tools. 
 
Hypothesis testing is an important way in which we can increase our con-
fidence in the findings of our research and a number of examples will 
now be used to illustrate this. A hypothesis test which is often performed 
tests a claim concerning the “true” mean (or some other parameter) of 
the population. 
 
In carrying out such a test one needs to specify the Null Hypothesis, the 
Alternative Hypothesis and the level of significance. 
 
Before the test can be performed the researcher needs to draw a sample 
of acceptable or perhaps “credible”39

                                                
38There are actually two assumptions necessary for the t-test (1) that the values in your 
sample should be independent of each other (2) the selection of any values from the popu-
lation should not affect the selection of another and random sampling with replacement is 
regarded as the most appropriate way of doing this. The second assumption is that your 
population should be normally distributed. The t-test is preferred because it may be used in 
many situations where the population variability is not known.  
39 The “credible” size will depend on the hypothesis being tested and will vary considerably. 

 size from the population and then 
compute the mean and the standard deviation of the sample. 
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Then the appropriate test statistic needs to be computed. This is given by 
 

( )

n
s

X
tn

0
1

µ−
=−  

 
where 0µ  is the value of the mean specified under the Null Hypothesis 

and (n-1) is a parameter of the t-distribution40

Step 1: State the Null Hypothesis and the Alternative Hypothesis as:  
 

 which is referred to as the 
degrees of freedom. Increasingly the t-test is used in these circum-
stances as it provides usable results with both small and large samples. 
 
For example, assuming that as a result of the original study the man-
agement of the Faculty sets a bench mark of 3.47 for the student quality 
evaluation. At a later point in time a new sample of 20 students are 
asked to complete the same questionnaire as before.  
 
We are interested in the reply to Question 1. In this case the average for 
this new sample is 4.2 and the standard deviation is 2.0. 
 
The research question is: Does this new data set support the claim that 
the true average for the population is statistically significantly greater 
than 3.47 at the 5% level of significance? 
  
Note the hypothesis is always a claim which we then try to refute i.e. 
reject. A hypothesis is not proven, and it is technically not correct to say 
that a hypothesis is accepted. A hypothesis is either rejected or not re-
jected. 
 
There are 5 steps in this type of hypothesis testing which are:-  
 

The Null Hypothesis   H0: μ0 = 3.47  
The Alternative41

Note that this is a one-tailed test. We are only interested in the right side 
of the distribution probability function and this is because the Alternative 
Hypothesis H1 is μ1>3.47. This test is sometimes referred to as direc-

 Hypothesis  H1:   μ1 > 3.47  
 

                                                
40 Statistical packages such as SPSS always compute the t-statistic and its associated prob-
ability as the t-distribution which accommodates all sample sizes. For large sample sizes the 
t-distribution and the normal distribution can be considered identical. 
41 The Alternative Hypothesis is sometimes called the Research Hypothesis. Some research-
ers refer to the Null as the “Ho” and the Alternative as the “Ha”. 
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tional. If the Alternative Hypothesis H1 is μ≠3.47 then we would have to 
use a two-tailed test. The Alternative Hypothesis H1 is μ1>3.47 or 
μ1<3.47.  
 
The difference between the use of hypotheses with regards to one and 
two-tailed tests will be discussed in some detail later. 
 
Step 2: Establish the level of significance of α = 5%. This is the tradi-
tional level of significance used in social science. Other levels of signifi-
cance are used in other branches of science. 
 
Step 3: Decide on the test statistic, the level of significance and deter-
mine whether it is a one-tailed or two-tailed test. 
 
The t-statistic is chosen because the sample size is less than 30 and the 
value of σ is unknown. This is a one-tailed test as we are interested in an 
alternative hypothesis that μ1>3.47 which indicates a bias in one direc-
tion. 
 
Level of significance α = 0.05 or 5% 
 
Step 4: The test statistic is calculated using the formula previously de-
scribed.  
 

Sample mean = 4.2 
μ (the hypothesis mean) = 3.47 
Sample standard deviation = 2 
Sample size (n) = 20 
Degrees of freedom (n-1) = 19 

 
( )

63.1
20
2

47.32.4

19

19

=









−

=

t

t

 

Calc-t19 = 1.63 
 
Using the t-tables on page 101 the theoretical value is 1.73 (Table-t). 
This needs to be compared to the Calc-t. 
 
Note that different authors and teachers of statistics use different lan-
guage to describe the calculated t and the t which is obtained from the 
tables. Here we use Calc-t when the number is produced by using the 
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formula and we use Table-t when the number is produced by looking at 
tables. This number from the tables is also referred to as the theoretical 
value of t and also as the critical value of t. In general, this statistic will 
be referred to as Critical-t in this book. 
 
One of the benefits of using Excel is to avoid the use of the t-Tables. Ex-
cel will produce the number required faster and more accurately. When 
the Excel generated t value is used we have referred to it as the critical t. 
 
Step 5: Compare the test statistic Calc-t = 1.63 to the Critical-t = 1.73. 
 
The rule is that if the absolute value of Calc-t >Critical-t42

 
 
Figure 2.22: A published table of one-tailed t-values for specified levels 
of significance and degrees of freedom 

 then 
reject the Null Hypothesis, otherwise do not reject the hypothe-
sis. 
 
A table of t-values is provided in Figure 2.22. These are sometimes re-
ferred to as theoretical values. 
 

                                                
42 The value of Table-t which is here extracted from a set of t-tables is also obtainable by 
using the appropriate function in Excel and it is sometimes referred to as the critical value 
of t.  
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Note that this table requires the use of degrees of freedom (dof or df or 
v) which are calculated as the sample size minus 1. The degrees of free-
dom are shown in Figure 2.22 in the first column to the left (v) and the 
level of significance is the first row in the same figure. The level of sig-
nificance equates to the area under the curve and hence the letter A is 
used in the first row in Figure 2.22. 
 
2.10 The =tinv() function 

To calculate the Critical-t value used in the hypothesis testing example 
above the Excel function =tinv() is used. 
 
=tinv() is used to find the t-value as a function of the probability and the 
degrees of freedom. 
 
The format of the function is =tinv(probability, df) 
Where 

probability=the probability associated with the two-tailed 
t test by default. 

  df = the degrees of freedom which is equal to n-1 
 
The formula in cell B11 in Figure 2.23 uses =tinv()  
 
We can determine the theoretical (Critical-t) value at a specified level of 
significance, e.g. for a significance level of 5% the theoretical Critical-t 
value for the above example is 1.73. This was produced by entering 
=tinv(2*B5,B3-1). As the Calc-t value 1.63 is less than the Critical-t value 
1.73 the Null Hypothesis cannot be rejected. 
 
The rule is….if the absolute value of Calc-t >Critical-t then reject. 
 
Note that the t-statistic has been typically used for small samples i.e. 
samples containing less than 30 data points. However, for large samples 
(i.e. with 30 or more data points) the t-distribution and the normal distri-
bution are almost identical. Thus the t-distribution is sometimes used 
across the whole range of values. 
 



 102 

 
 
Figure 2.23: Using =tinv()  
 
2.11 More examples using the t-statistic 

Example 7 
To further illustrate these principles some additional examples are now 
provided. 
 
Surveys over previous years have revealed that satisfaction with working 
conditions at the University was normally distributed with a value of 4.1 
on a scale of 1 to 7. 
 
As a result the University has introduced several new initiatives regarding 
pay and benefits over the past 2 years. 
 
A new survey of 36 faculty members has been performed and the current 
average satisfaction score for the faculty was 4.5. The standard deviation 
for this sample is 1.9. 
 
Does the new survey suggest that there is a significant increase in the 
level of satisfaction? You want to work at a level of confidence of 95% 
which is the reciprocal of a level of significance of 5%. 
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Steps in the Solution 
 
Step 1: State the Null Hypothesis and the Alternative Hypothesis 
 
The Null Hypothesis H0: μ=4.1  
The Alternative  H1: μ>4.1 
 
Step 2: Decide on the test statistic, the level of significance and deter-
mine whether it is a one-tailed or two-tailed test. 
 
The t-statistic is chosen although the sample size is greater than 30 but 
the value of σ is unknown. This is a one-tailed test as we are interested 
in an alternative hypothesis that μ>4.1 which indicates a bias in one di-
rection. 
 
Level of significance α = 0.05 or 5% 
 
Step 3: Calculate the value of t. 
 

( )

n
s

Xtn 0
1

µ−
=−  

 
( )

36
9.1

1.45.4
35

−
=t  

 

32.0
4.0

35 =t  

 
25.1t-Calc 35 =  

Step 4: Use the test statistic (remember the degrees of freedom is the 
sample size (36) minus 1).  
 
The rule is….if the absolute value of Calc-t >Critical-t then reject. 
 
From t-tables (see Appendix 2) or from Excel we see that t35 (α = 0.05) 
= 1.69. As our calculated t=1.25 the Null Hypothesis cannot be rejected 
at the 5% level of significance. Therefore, there does not seem to have 
been any improvement in the faculty’s perception of working conditions. 
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Excel can be used to perform the calculations in this example, as shown 
in Figure 2.24. In this spreadsheet the data supplied in this example are 
entered in column B from row 1 to 5. These are the population mean of 
4.1, the sample mean of 4.5, the sample size (which is called the count in 
Excel) of 36, the standard deviation of 1.9 and the reciprocal of the level 
of significance (called the confidence level) which is 95%. 
 

 
 
Figure 2.24: Excel spreadsheet for Example 7 designed to perform a t-
test at the 5% level of significance. 
 
The calculated t-value is shown in cell B7 and is 1.263. 
 
The rule now becomes…. if the absolute value of Calc-t >Criti-
cal-t then reject. 
 
Note the term probability in Excel is synonymous with the term level of 
confidence, which in turn is related to the level of significance. Also note 
that the =tinv() performs a 2-tailed test and therefore it is necessary 
to multiply the probability by 2 before it works in a 1-tailed environment. 
The t-critical value is shown in cell B8 and is 1.690. 
 
In cell B9 the =if() function is used to interpret the results of the calcula-
tion and the table value. Note the format of the =if() in excel is  
 

=if(logical_test,value_if_true,value_if_false) 
 
It is useful to now consider whether the Null Hypothesis could be re-
jected at the 10% level. From the tables or from the computer we see 
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that t35 (α=0.10) = 1.306. Therefore the Null Hypothesis cannot be re-
jected at the 10% level of significance either.  
 
The Excel calculations are shown in Figure 2.25: 
 

 
 
Figure 2.25: Excel spreadsheet for example number 7 designed to per-
form a t-test at the 10% level of significance. 
 
Example 8 
Surveys over previous years have revealed that the mean satisfaction 
with working conditions at the University was 4.1 on a scale of 1 to 7. 
 
As a result the University has introduced several new initiatives regarding 
pay and benefits over the past 2 years. 
 
A new survey of 36 faculty members has been performed and the current 
average satisfaction score for the faculty was 5.5. The standard deviation 
for this sample is 1.9. 
 
Does the new survey reveal that there is a significant increase in the level 
of satisfaction? You want to work at a significance level of 5%. 
 
Steps in the Solution 
 
Step 1: State the Null Hypothesis and the Alternative Hypothesis 
 
Null Hypothesis  H0: μ=4.1 and  
Alternative Hypothesis H1: μ>4.1 
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Step 2: Decide on the test statistic, the level of significance and deter-
mine whether it is a one-tailed or two-tailed test. 
 
The t-statistic is chosen as the sample size is greater than 30 but the 
value of σ is unknown. This is a one-tailed test as we are interested in an 
alternative hypothesis that μ>4.1 which indicates a bias in one direction. 
 
Level of significance α = 0.05 or 5% 
 
Step 3: Calculate the t. 

( )

n
s

Xtn 0
1

µ−
=−  

 
( )

36
9.1

1.45.5
35

−
=t  

 

32.0
4.1

35 =t  

 
4.4t-Calc 35 =  

 
Step 4: Use the test statistic (remember the degrees of freedom is the 
sample size 36-1=35).  
 
The rule is….if the absolute value of Calc-t >Critical-t then reject. 
 
From t-tables (page 100) or from the computer we see that t35 (α=0.10) 
= 1.690. As our Calc-t = 4.4 the Null Hypothesis can be rejected. There-
fore there seems to have been an improvement in the faculty’s percep-
tion of working conditions.  
 
Figure 2.26 shows how this example would be calculated using Excel. 
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Figure 2.26: Excel spreadsheet for Example 8  
 
2.12 Paired samples t-test to compare means 

The paired samples t-test is used to compare the values of means from 
two related samples. One of the most important applications of this is the 
'before and after' scenario. In such cases the difference between the 
means of the samples is not likely to be equal to zero as there will be 
sampling variation. The Hypothesis test will answer the question "Is the 
observed difference sufficiently large to reject the Null Hypothesis?"  
 
In Figure 2.27 below the examination scores for 10 candidates have been 
recorded before and after the candidates participated in a revision 
course. The scores are shown in Rows 3 and 4 of the spreadsheet. It is 
important to note that under these circumstances the data is not consid-
ered independent. 
 
Does this evidence suggest that the revision course had an effect on the 
performance of the candidates? 
 
Note that in this case we are looking at the same sample before and after 
an intervention. 
 
Steps in the Solution 
 
Step 1 – Pair the data: Subtract the scores before and after the inter-
vention (revision course). Average the differences and calculate their 
standard deviation. This is shown as the Difference in Figure 2.27 below. 
 

javascript:;�
javascript:;�
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Figure 2.27: The data is paired 
 
d is defined as the “score after” minus the “score before”.  
i.e. afterbefore XXd −=  
 

d of values the of deviation standard   e      wher293.3
d of values the of mean     where          8.1

==
==

dd ss
dd   

 
Step 2: State the Null Hypothesis and the Alternative Hypothesis 
 
The Null Hypothesis  H0: 0.0=dµ   
The Alternative Hypothesis  H1: 0.0>dµ   
 
Step 3: Decide on the test statistic, the level of significance and deter-
mine whether it is a one-tailed or two-tailed test. 
 
The t-statistic is chosen because the sample size <30. This is a one-tailed 
test as we are interested in an alternative hypothesis that 0.0>dµ  
which indicates a bias in one direction. 
 
Level of significance α = 0.05 or 5% 
 
Step 4: Calculate the t-statistic. 

( )

n
s

Xtn 0
1

µ−
=−  

 
( )

10
293.3
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−
=−nt  

 
73.1t-Calc 9 =  

 
Step 5: Use the test statistic (remember the degrees of freedom is the 
sample size (10) minus 1)).  
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The rule is….if the absolute value of Calc-t >Critical-t then reject. 
 
From Excel (or from the tables on P101) we see that Critical-t9=1.833. As 
our calc-t = 1.73 the Null Hypothesis cannot be rejected. Therefore it 
seems that there is insufficient evidence to suggest that the revision 
course was effective.  
 
The Excel calculations are shown in Figure 2.28. 
 

 
 
Figure 2.28: Excel spreadsheet showing hypothesis testing for a paired 
t-test 
 
2.13 The t-test for independent samples 

In most cases, samples will be independent rather than paired, and if we 
want to test the significance of the difference between their means, we 
must use a different method to the one presented above. 
 
For example, the senior management of University A claim that on aver-
age their reward package is better than the reward package offered by 
their competitor University B. A random sample of 20 employees from 
University A and a random sample of 30 employees from University B 
were asked to score on several dimensions the reward scheme offered to 
them and the following scores were recorded as shown in Figure 2.29. 
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University A scores University B scores 
121 125 
120 120 
119 125 
100 140 
128 120 
122 120 
119 87 
115 93 
125 126 
125 120 

 

 
 

125 122 135 
125 130 130 
140 130 130 
90 135 135 

140 150 130 
100 130 150 
90 145 89 

100 125 140 
110 128 130 
135 128 80 

 

  
 

 
Figure 2.29: Independent data which is not paired i.e. two different 
samples of different sizes43

Does this evidence substantiate University A’s claim? You should work at 
a significance level of 5%

. 
 

44

23.124

5.118

2

1

=

=

X

X

. 
 
Steps in the Solution 
 
Step 1: Calculate the mean, the standard deviation and the variance 
(the standard deviation squared i.e. S2) for each sample. 
 

   
71.17
15.12

2

1

=
=

S
S

  
19.350

63.147
2
2

2
1

=

=

S

S
 

Step 2: State the Null Hypothesis and the Alternative Hypothesis.  
 
We will test the Null Hypothesis that there is no difference between the 
mean scores of the reward packages offered, against the alternative hy-
pothesis that University A’s reward package is better than University B’s 
reward package: 
 
Null hypothesis  H0: μ1= μ2  
Alternative hypothesis H1: μ1> μ2 
 

                                                
43 For two samples to be independent they do not have to be of different sizes. 
44 This test using independent samples relies on an assumption of equal variances and 
these need to be tested for in advance by means of the F-test. If both samples have more 
than 30 data elements this is unnecessary. 
 



 111 

As we are in fact assuming that both samples have been drawn from the 
same population, the estimated variance of this population (or pooled 
variance) is:  

01.270ˆ
23020

19.350*)130(63.147*)120(ˆ

2
*)1(*)1(ˆ

2

2

21

2
22

2
112

=

−+
−+−

=

−+
−+−

=
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pooled

S

S

nn
snsn

S

 

 
Step 3: Decide on the test statistic, the level of significance and deter-
mine whether it is a one-tailed or two-tailed test. 
 
The t-statistic is chosen as the value of α is not known and S is used as 
an estimate. This is a one-tailed test as we are interested in an alterna-
tive hypothesis that μ1> μ2 which indicates a bias in one direction. 
 
Level of significance α = 0.05 or 5% 
Here the df is (n1+n2-2). 
 
Step 4: Calculate the t. 
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Calc-t48= - 1.209 

 
Step 5: Use the test statistic (remember the degrees of freedom).  
 
The rule is….if the absolute value of Calc-t >Critical-t then reject. 
 
From t-tables on Page 101 or from the computer we see that Critical-t48 
(α=0.05) = 1.677.  As our calc-t = 1.209 the test statistic is not signifi-
cant and the Null Hypothesis cannot be rejected. Therefore there is insuf-
ficient evidence to suggest that the University A’s reward package is bet-
ter. The calculations in Excel are shown in Figure 2.30 below. 
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Figure 2.30: Excel spreadsheet with hypothesis testing for independent 
samples. 
 
2.14 Right-tailed and Left-tailed hypothesis tests 

All the examples above used only one-tailed t tests. These tests took the 
form of Null Hypothesis H0: μ1= μ2 and Alternative Hypothesis H1: μ1> 
μ2. These tests are referred to as right-tailed tests. If the tests had the 
form of Null Hypothesis H0: μ1= μ2 and Alternative Hypothesis H1: μ1< 
μ2 then the tests are referred to as left-tailed tests. 
 
Figure 2.31 shows a graph of a right-tailed test and Figure 2.32 shows a 
graph of a left-tailed test. 
 



 113 

 
Figure 2.31: A right-tailed test  
 

 
 
Figure 2.32: A left-tailed test 
 
2.15 Two-tailed Hypothesis tests 

A two-tailed test is carried out when the researcher is looking for any 
change from an expected result, not specifically an increase or a de-
crease. 
 
These tests take the form of a Null Hypothesis H0: μ1= μ2 and the Alter-
native Hypothesis H1: μ1≠ μ2. These tests are referred to as two-tailed 
tests. 
 
If the significance level is α %, then the critical region is in two parts, 
half in the lower tail and half in the upper tail. 
 
Figure 2.33 shows that the calculated statistic could be either larger or 
smaller than the table/Excel statistic. 
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Figure 2.33: A two-tailed test where Z-values 1.96 and -1.96 define the 

critical regions (shaded in grey above) with an α of 0.05 that is 0.025 in 
each tail. 
 
As an example, in the past the mean performance score for employees 
was 60 on a 100 point scale45

Step 1: Research question is….Is the new mean significantly different to 
the old mean? 
 

. We have introduced a new controversial 
training programme which has been opposed by some unions and we 
wish to establish whether this has had any impact on the employees’ per-
formance. We take a single sample of 25 observations with a mean score 
of 55 and a standard deviation of 15. 
 
We want to test to see if the new mean is significantly different from the 
original at the 5% level of significance. 
 
Steps in the solution 
 

State the Null Hypothesis and the Alternative Hypothesis 
 
Null Hypothesis  H0: μ =60 and  
Alternative Hypothesis H1:  μ ≠60 
 
Step 2: Decide on the test statistic, the level of significance and deter-
mine whether it is a one-tailed or two-tailed test. 
 
                                                
45 We are assuming that the true standard deviation, i.e. the population standard deviation 
is not known. 
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The t-statistic is chosen as the sample size is less than 30 and the value 
of σ is unknown. This is a two-tailed test as we are interested in an alter-
native hypothesis where μ≠60. 
 
Level of significance α = 0.05 or 5%. 
 
Step 3: Calculate the t-statistic. 
 

( )

n
s

Xtn 0
1

µ−
=−  

 

67.1   
25

15
)6055(

24

24

−=−

−
=
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When consulting Critical-t we can see that it only provides the area in the 
right hand tail of the distribution. Thus as we are using a two-tailed test 
with a 5% significance, we need to look for 2.5% in either tail. This 
means that we consult the t-tables for df=24 and 2.5%. This returns a 
value of 2.06.  
 
Thus use the rule ... If the absolute value of Calc-t>Critical-t then 
reject.  
 
Step 4: Since the absolute value of -1.67 is < Critical-t, we do not reject 
the Null Hypothesis. This is translated into the fact that the new contro-
versial training programme does not appear to have had any significant 
impact on performance. 
 
Figure 2.34 shows the above example in Excel. 
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Figure 2.34: Two-tailed test 
 
Note that the formula in cell B8 does not require the probability to be 
multiplied by 2 as Excel defaults to a two-tailed test. 
 
2.16 The use of P-values 

The P-value, which is increasingly supplied as an integral part of com-
puter reports is effectively a short cut for hypothesis testing. The P-value 
is a probability value and thus it has to be between 0 and 1. 
 
The P-value associated with a test is the probability that we obtain the 
observed value of the test statistic or a value greater in the direction of 
the alternative hypothesis calculated when the Null Hypothesis is true 
(has not been rejected). 
 
The P-value is an estimate of erroneously rejecting the Null Hypothesis 
on the basis of the sample data. This applies to both one and two-tailed 
tests. 
 
In the case of a one-tailed test we determine the area under the t-
distribution in the appropriate direction. To do this we determine the 
value from the tables.  
 
For the previous example involving a two-tailed test we can now deter-
mine the P-value as follows. 
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Steps in the solution 
 
The required P-value is the area A1 + A2 under the curve as shown in 
Figure 2.35. This includes the area to the left of the calculated t-value -
1.67, but also the area to the right of 1.67 as the test is two-tailed. 
 

 
 
Figure 2.35: Required area for the two-tailed test when t-calc =  1.67. 
 
As the graph is symmetrical, the required area A1 + A2 = 2* A2. We now 
calculate the area A2 as follows using linear interpolation. 
 
Step 1: From the t-tables on p.101, it is noted that it is not possible to 
find an exact area for the number 1.67 with 24 degrees of freedom. 
 
Step 2: Linear interpolation  
 
1.67 lies between 1.3278 (representing an area of 10%) and 1.7109 
(representing an area of 5%) as shown in Figure 2.36. 
 

 
 
Figure 2.36: Areas under the curve representing 10% and 5% 
 
The difference between these areas = 10% - 5% = 5% 
 
Step 3:  The area between 1.3278 and 1.67 is now calculated as a frac-
tion of 5% (.05).  
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This value is represented by the shaded area in Figure 2.37. 
 

 
Figure 2.37: Area under the curve between 1.378 and 1.67. 
 
Step 4: Finally, the required area A2 (to the right of 1.67) is now ob-
tained by subtracting 4.479% from 10% (area to the right of 1.3278). 
 

A2 = 10.00 – 4.479 = 5.521% 
 
This corresponds to a P-value of 0.5521 
 
Step 5: As we have a two-tailed test, the associated P-value will be 2* 
A2  = 2 * .05521 = .1104 or 11.04%. 
 
Step 6: Comparing the P-value with the level of significance 0.05 (5%) 
and as the P-value is greater than the level of significance we conclude 
that there is not support for rejecting the Null Hypothesis. If the hy-
pothesis is rejected then there is a one in eleven chance that this deci-
sion is incorrect, which is higher than the one in 20 (P=0.05) that we are 
working with in this example and which is traditionally used. 
 
The P-value is another way of thinking about statistical significance. The 
P-value gives us the level of confidence with which we can reject the Null 
Hypothesis. If we were to reject the Null Hypothesis in this example we 
would expect to find that 11 times out of 100 we would be in error. One 
way of recalling the application of the P-value is to remember If the P-
value is low then the hypothesis must go! 
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P-values have only been in regular use in recent years. The reason for 
this is that it was formerly believed that the significance level should be 
decided for a test before the data analysis was performed. The reason 
for this was that the result of the test should be decided exclusively on 
the pre-chosen significance level. It was believed that if the P-value was 
known and the results of the test were marginal, researchers might 
change the significance level to suit their objectives and comply with the 
data. 
 
2.17 A test for the normal distribution 

In this book we have referred to data being normally distributed which is 
an assumption we need to make in order to be able to use the Z-test and 
the t-test. However we have not yet addressed the issue of how one 
might know if it is reasonable to assume that a given data set is normally 
distributed. We will use two different approaches to consider this matter. 
The first is the shape of the graph of the data and the second is the 
value of a series of statistics including the coefficient of skewness and 
kurtosis. 
 
Data distributions which are skewed would not be considered normally 
distributed. Two examples of skewed data distributions are given in Fig-
ure 2.38 and Figure 2.39. 
 
In Figure 2.38 the data distribution is skewed negatively which means 
that the mean is to the left of the median. 

 
 Figure 2.38: A negatively skewed distribution. 
 
In Figure 2.39 the data distribution is skewed positively which means that 
the mean is to the right of the median. 
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Figure 2.39: A positively skewed distribution. 
 
The data as represented by these graphs could not be treated as nor-
mally distributed. 
 
Consider the following set of 30 data points or elements. 
 

 
 
Figure 2.40: Sample of data 
 
The first task is to graph this data set as a bar chart. To do this move the 
data into one row and then highlight this line and chose the Bar Chart 
option from the Chart Wizard. The bar chart will appear as shown in 
Figure 2.41. 
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Figure 2.41: A bar chart of the data 
 
One of the main characteristics of a normal distribution is that the data is 
distributed under a bell shaped curve which is symmetrical i.e. it will give 
an equal number of data points on each side of a central point which is 
determined by the mean. From Figure 2.41 it may be seen that the data 
is approximately bell shaped. There is no one central data point in this 
data and there are more data points to the right of the centre of the data 
than there are to the left. 
 
By eyeballing the bar chart we can see that the distribution of the data is 
not perfectly normal. However, the bar chart is approximately normal and 
therefore we should look at some of the other indicators of a normal dis-
tribution. 
 
The first statistics we consider are the mean, median and the mode. 
 

Mean 3.9 
Median 4 
Mode 5 

 
Figure 2.42: Measures of average 
 
If a data distribution is normal then the mean, the median and the mode 
should be equal. Clearly this is not the case. However there is not a great 
difference between the values of these three statistics. 
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The next step is to calculate the coefficient of skewness and kurtosis. 
 

Skewness 0.3 

Kurtosis 1.3 
 
Figure 2.43: Measures of shape 
 
A normal distribution will have a skewness coefficient of 0 and thus the 
above score of 0.3 approximates a normal distribution.  
 
A normal distribution will have a kurtosis coefficient of 1.3 if calculated in 
Excel and thus the above score of 1.3 is close to a normal distribution.  
 
The question now is, although the above data set is not strictly normal,  
does it sufficiently approximate a normal distribution to allow the tech-
niques that assume the normal distribution to be used?  
 
In general the normal distribution techniques are often sufficiently robust 
to be usable with the above data. If it were decided that a more formal 
test for normality was required other techniques could be used. 
 
In the social sciences, many scales and measures have scores that are 
positively or negatively skewed. This could reflect the underlying con-
struct being measured as might be the case when respondents record 
their scores on life satisfaction questionnaire items giving rise to a nega-
tive skew for the distribution, with the majority of the respondents being 
reasonably happy with their situation in life. The incomes of salary earn-
ers are generally positively skewed with most earners at the lower end of 
the scale.  
 
There are more formal ways of deciding if a data set is normally distrib-
uted. One of these includes the use of the chi-square test and this is be-
yond the scope of the book. 
 
2.18 Summary-Part 2 

This Part moves the learner from relatively simple statistical concepts 
towards the more powerful ideas and techniques. The material here in-
troduces the learner to inferential statistics. This has been done by ad-
dressing data distributions and then moving on to the probability distribu-
tion which is most frequently used i.e. the normal distribution and the 
use of the Z score. Estimation, both point and interval, has also been ad-
dressed. The use of the t-distribution has been demonstrated.  
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The central concept of hypothesis testing is then examined and applied 
to paired t-tests and t-tests on independent samples.  
 
The earlier section of this Part only addresses one-tailed tests and so to-
wards the end, two-tailed tests are introduced as are the P-value and a 
test to establish if a data set is normally distributed. 
 
This Part of the book relies on the use of a material number of worked 
examples as this is the way that learners will acquire the skills needed to 
be proficient with these techniques.  
 
Readers are reminded to save their workings in Excel and to make paper 
copies or printouts where they require further backup. 
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List of Excel functions used for the first time in this Part of the 
book.  
 
Function Result 
=frequency() This is an array function which calculates how often 

values occur for a specified range of values. 
 

=normdist() Calculates the P-values for the Normal Distribution. 
This is a one-tailed probability. 
 

=tdist() Calculates the P-values for the t Distribution 
 

=tinv() Calculated the theoretical or table values from the t-
Distribution. This is two-tailed. 
 

=abs() Returns the absolute or positive value of a calculation 
irrespective of the result of the calculation. 
 

 
More details of these functions are provided in the Help command within 
the spreadsheet. 
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Self test 2 

No. Question Answer 
1 What is a data frequency table? 

 
 
 

 
 
 

2 What is a useful heuristic for 
calculating the width of a data 
interval for a frequency table? 

 
 
 
 

3 Give 4 characteristics of a nor-
mal distribution. 
 
 

 
 

4 What do we mean by a stan-
dardized normal distribution? 
 
 

 

5 Define the Z-score? 
 
 
 

 
 

6 What are normal distribution 
tables? 
 
 

 
 
 

7 Define the term test statistic. 
 
 
 

 
 

8 What is the Null Hypothesis? 
 
 
 

 
 

9 When can we say we have 
proved the Null Hypothesis? 
 
 

 
 
 

10 Explain the meaning of μ 
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No. Question Answer 
11 Explain the meaning of σ 

 
 
 

 
 
 

12 Explain the meaning of X  
 
 

 
 
 

13 When is the t-test preferable to 
a Z-test? 
 
 

 
 
 

14 What is meant by paired t-
tests? 
 

 
 

15 When is a t-test said to be in-
dependent? 
 
 

 
 

16 What does it mean to say that 
the hypothesis is always a 
claim? 
 

 

17 What does the theoretical value 
of t mean? 
 
 

 

18 What does a P-value of 0.05 
mean? 
 
 

 
 

19 When is it necessary to use a 
two-tailed test? 
 
 

 

20 In what ways are normal distri-
bution and the t-distribution 
similar and in what way do they 
differ? 
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Assignment No 2 

1. What is the difference between sample statistics and population pa-
rameters? 

2. What do you understand by point estimation and interval estima-
tion? 

3. How do you interpret the confidence levels associated with interval 
estimation? 

4. What do you understand by the term “level of significance”?  
5. What is the difference between statistical significance and practi-

cal significance? 
6. Given that a new process does not appear to have an adequate 

level of output how would you formulate and express a Null Hy-
pothesis and an Alternative Hypothesis? How would you design 
such a study? 

7. Explain the difference between a one-tailed and a two-tailed test. 
8. A new approach to instructing students is adopted by the Insti-

tute. You are asked to design a test to establish if it has had an 
impact on the performance of the students. Is this going to be a 
one-tailed or a two-tailed hypothesis test? 

 
Additional exercises 

1. Display the data below as a frequency distribution and draw an 
appropriate graph of the frequency distribution. 

 

 
 
 
 



 128 

2. What heuristic have you used to establish the width of the inter-
vals you have used? Produce a second frequency distribution and 
graph using this data and comment on the difference between 
them. 

 
3. Using the data supplied below comment on whether you would 

consider this data set to be normally distributed. Explain your an-
swer. 

 

 
 

4. The number of pupils completing their secondary education in 
the county each year is normally distributed with mean 14000 
and standard deviation 750. What is the probability that 16000 
will complete their secondary education this year? 

 
5. Sean is in a large school where the scores for mathematics are 

normally distributed with a mean (μ ) of 55 and a standard de-
viation (σ) of 10. Sean has passed his mathematics exam with a 
score of 80. Carole is from a similar school where the scores for 
mathematics are normally distributed but they take a different 
examination which has a mean of 30 and a standard deviation of 
5. Carole’s score is 42. Who has done better in the mathematics 
exams? 

 
6. Explain the meaning of the Null Hypothesis (H0) and the Alterna-

tive Hypothesis (H1). 
 

7. The Widget Company Limited has been making widgets for many 
years and its output is normally distributed. Historical records 
show that the mean weight of widgets is 350 and the standard 
deviation is 50. A new widget is produced with a weight of 450. 
With a significance level of 5% is there support to claim that the 
450 widget belongs to the same group as the others? 

 
8. A group of 10 students is asked to rate the quality of the food in 

the student refectory on a scale of 1 to 10 where 1 is very poor 
and 10 is excellent. The replies of the students are shown below. 
A new supervisor is appointed in the student refectory and he in-
troduces a new menu as well as a more friendly attitude towards 
the students. The opinions of the same group of students are 
canvassed again and the results of the second set of interviews 
are also shown below. Is there evidence to support the hypothe-
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sis that the new supervisor has improved the students’ rating of 
the refectory? Work at a significance level of 5%. 

 

 
 

9. The IQ of physics graduates is recorded at two different universi-
ties. At the first university there are 20 physics graduates and at 
the second university there are 25 physics graduates this year. 
Using the data supplied below examine the hypothesis that the 
graduates from the first university have scored better in their IQ 
tests. Work at a significance level of 5%. 

 

 
 

10. Explain why some researchers or statisticians believe that using 
the t-test for hypothesis testing is better than using the Z-score. 
  

11. A factory produces widgets with a mean diameter of 160 mm 
and a standard deviation of 11mm. New technology has been in-
troduced and is supposed to improve the accuracy of our proc-
ess. We take a sample of 25 widgets with a mean of 155 and a 
standard deviation of 15. Has our process been improved? Work 
at a significance level of 5%. 

 
12. Under what set of circumstances may a researcher say that 

he/she has proved his/her hypothesis? 
 

13. Explain the importance of the P-value. 
 

14. Formulate a Null Hypothesis and Alternative Hypothesis which 
will require a two-tailed test. 

 
15. How might a researcher test a data set in order to establish if it 

is normally distributed? 
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A Note on Excel Functions 

There are approximately 365 functions in Excel which are divided into 11 
categories. In addition it is possible to purchase more in the form of add-
ins which extend the power of the spreadsheet. 
 
Excel provides some help in choosing the right function by using the In-
sert Function commands but to employ functions effectively you need to 
be acquainted with the mathematics behind the function. 
 

 
 
The form of an Excel function is always =FunctionName(Argument) 
where the Argument may be a cell, a group of cells or other forms of 
data. 
  




