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Abstract 

The Free Wilson model is a simple and efficient method 
for the quantitative description of structure activity rela- 
tionships. It is the only numerical method which directly 
relates structural features with biological properties, in con- 
trast to Hansch analysis, where physicochemical properties 
are correlated with biological activity values. Nevertheless 
both approaches are closely interrelated, not only from a 
theoretical point of view, but also in their practical applic- 
ability. In many cases both models can be combined to a 
mixed approach which includes Free Wilson type parame- 
ters to describe the activity contributions of certain struc- 
tural modifications and physicochemical parameters to de- 
scribe the effect of some other substituents on the biological 
activity. Many successful applications, especially from the 
work of Hansch and his group on the structure activity 
relationships of enzyme inhibitors, demonstrate that this 
combined model is the most powerful tool of classical 
QSAR. 

Key words: Bocek Kopecky model, Free Wilson analysis, 
Fujita Ban analysis, Hansch analysis, mixed approach, re- 
lationship of Free Wilson and Hansch analysis. 

1 History 

In 1956 Bruice, Kharasch and Winzler [l] investigated 
the thyromimetic activities of a series of thyroxine analogues 
(I). In an attempt to rationalize the structure activity rela- 
tionships they formulated Equation (l), where fare empirical 
substituent constants of the groups X, Y and OR‘, derived 
from biological activity values in a similar manner as Ham- 
mett (3 constants. 

X Y 

X Y 

log% thyroxine-likeactivity = k . C  f + c 

c f = fx + fy + for 

(1) 

A close relationship was found between the observed ac- 
tivity values and those calculated from the f values. In ad- 

dition, Bruice and his coworkers were able to interpret their 
group contributions f in physicochemical terms: electron at- 
tracting groups X, Y and OR’ decreased the biological ac- 
tivity, while the ability of X and Y to form hydrogen bonds 
increased biological activity. 

A similar approach was followed by Fried and Borman 
to explain the biological potencies of mineralo- and gluco- 
corticoidal steroids (21. 

Zahradnik (3 - 61 tried to apply the concept of the Ham- 
mett equation (Equation (2), [7]) directly to biological ac- 
tivity values. He formulated Equation (3), where q is the 

10gkR-x -1OgkR-H = @Ox (2) 

log Ti -log TEt = p (3) 

biological activity value of the ith member of a series, T~~ is 
the corresponding value of the ethyl compound of the same 
series, p is a substituent constant (corresponding to 0) and 
ci is a constant characterizing the biological system (corre- 
sponding to e). In analogy to the Hammett equation ci is 
supposed to depend only on the system, while the p values 
are supposed to be independent of the biological system. 

Equation (3) is only applicable to unspecific structure ac- 
tivity relationships, most often within homologous series. 
For more specific structure activity relationships other 
mathematical models must be used, like Hansch analysis or 
Free Wilson analysis, which were both published in 1964. 

In the extrathermodynamic approach (most often called 
Hansch analysis to honour the merits of Corwin Hansch in 
the development of this approach) [ 8  - 101 physicochemical 
properties are correlated with biological activity values, e.g. 
by Equations (4) or (5) (C is a molar dose, producing a 
definite biological effect; P, x and c are physicochemical 
parameters). 

logl/C = a(logP)’+ blogP + c b  + d 

logl/C = ax2 + bx  + c o  + d .  

(4) 

(5) 

Free and Wilson followed a different strategy. From the 
observation that in congeneric series the activity contribu- 
tions (of identical substituents in identical positions of the 
molecule) to biological activity values are more or less con- 
stant, they formulated an additive model [ll], which can be 
presented by Equation (6). In Equation (6), BA are the bio- 
logical activity values (on a linear scale) and 3 are the 
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addition, the experimental errors of biologicdl data are (at 
least as a first approximation) normally distributed in the 
logarithmic scale and not in the linear scale and last not 
least, only logarithmic activity values are linear free energy 
related parameters. As in all quantitative structure activity 
analyses, the biological activity values should be as accurate 
as possible. Their standard errors should be known in order 
to avoid overprediction (often occuring in Free Wilson anal- 
yses due to the use of too many variables). 

Several reviews on the Free Wilson model have been pub- 
lished [lS-221. In addition, in many QSAR reviews the 
Free Wilson model is treated together with other ap- 
proaches [23 -401. 

The calculation procedure for the classical Free Wilson 
model suffers from complexity, due to the definition of p as 
the overall average of biological activity values. For every 
compound of the series the biological activity values BA, 
(now used in the logarithmic scale) can be expressed as the 
sum of the biological activity contributions ajk of the sub- 
stituents Rk in each position j, referring to the overall av- 
erage p. In Equation (g), x j k  has a value of one when the 

logBAi = 1 ajkxjk + p (9) 
J 

activity contributions of the substituents X, which refer to 
the overall mean of biological activity values, p. 

BA = C q  + p. (6)  

In a later version of this model, published by Fujita and 
Ban [12], is not defined as the overall average of biological 
activity values, but as the calculated biological activity value 
of the unsubstituted reference compound of the series. This 
definition resembles more closely the Hammett equation, 
because the activity contributions ai now refer to hydrogen 
in the same position of substitution. 

2 Theory and Applications of Free Wilson Analysis 

2.1 

Due to the limitations caused by the additivity concept, 
Free Wilson analysis has some shortcomings, especially in 
its original version. First, all compounds of a series should 
have the same parent skeleton; otherwise the differences in 
the skeleton must be considered by an extra parameter. Sec- 
ondly, at least two positions in the molecule must be varied 
in order to be able to include more data points than vari- 
ables. Thirdly, the substituents in the different positions of 
the molecule should have no influence on the other posi- 
tions, otherwise the additivity concept may not hold true. 

On the other hand, Free Wilson analysis is a simple and 
effective tool in the very first stages of lead structure optim- 
ization. Every medicinal chemist, whether he is familiar with 
the concept of Free Wilson analysis or not, implicitly follows 
the general idea that within congeneric series of compounds, 
having an identical parent structure, all substituents make 
additive and constant contributions to the biological activity 
irrespective of all other structural changes in the molecule. 

The minimum number of compounds needed for Free 
Wilson analysis is one for each parameter in the regression 
equation, i.e. one for the reference compound and one for 
each different substituent in each position. However, for a 
statistically meaningful analysis some more compounds are 
needed. On the other hand, estimations of biological activity 
values are only possible for new combinations of substi- 
tuents already'included in the analysis. The minimum num- 
ber of analogs is given by Equation (7), while the maximum 
number is given by Equation (8) (j = Number of different 
positions, ni = number of different substituents in each po- 
sition.) 

The Classical Free Wilson Model 

N,,, = n1-n2. ..:njdl.nj (8) 

The actual number of data points needed for a successful 
Free Wilson analysis will always be a compromise which 
depends on many different factors. A manual design for test 
series was proposed by Austel [13] and a quantitative pro- 
cedure to extract an optimal set out of all possible analogues 
was developed by Cativiela et al. [14, 2821. 

In early applications of Free Wilson analysis there have 
been some discussions whether linear activity values (as used 
by Free and Wilson in their original paper) or logarithmic 
activity values should be used. Today only logarithmic val- 
ues, most commonly log 1/C values as in Hansch analysis, 
are used because so many successful applications prove that 
the additivity concept applies in the logarithmic scale. In 

substituent Rk is present in the position j, otherwise its value 
is zero. If the BA values are inverse molar doses, like l/C, 
then activity enhancing substituents have positive ajk values, 
while activity lowering substituents have negative values. 

The calculation procedure of the classical Free Wilson 
model is explained by the data given in Table 1. The an- 
tiadrenergic activities of 22 meta- and para-substituted N,N- 
dimethyl-a-bromo-phenethylamines (2) were determined as 
.EDSo values [41]. Including hydrogen, six different substi- 
tuents were tested in each position. Thus n = 22 is a good 
compromise between the minimum number (n = 11, Equa- 
tion (7)) and the maximum number (n = 36, Equation (8)) 
of analogues. The structural matrix given in Table 1 cor- 
responds to a system of 22 equations with 12 unknowns and 
a constant term (i.e. p, the overall average of biological ac- 
tivity values). However, this system of equations cannot be 
solved directly, because there are linear dependences caused 
by the fact that the sum of substituents (including hydrogen) 
is one for each position of substitution. Since p is the mean 
value of all biological activity values (Equation(lO)), the sum 

of all group contributions must be zero. Thus Free and 
Wilson defined symmetry equations for each position of sub- 
stitution based on the arbitrary assumption, that the sum 
of group contributions in each position of substitution be 
zero. (Equation (ll)), leading to Equations (12) and (13) for 
the data of Table 1 (compare last row of Table 1). 

I ajkXjk = 0 (for each value of j) (11) 

meta-position: (12) 

para-position (1 3) 

6.aH + aF + 4.aa + 5.aB, + a, + 5.aM, = 0 

6 ~ a H + 4 . a F + 4 . a a + 4 . a B , + a I + 3 . a M , = 0  

From such'equations any one of the ai values can be 
expressed as a function of the other ai values, e.g. Equations 
(14) and (15). 
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Table 1. Antiadrenergic Activities of N,N-Dimethyl-z-bromophencthylamines (2 )  [41, 421. Structures, Structural Matrix and Log l/C 
Values (C = EDSo in mol . kg-') 

Theory, Applications and its Relationship to Hansch Analysis 

X 

Br 'HCI 

Structure Meta-substituents X Para-substituents Y Log 1/C values Residualsa' 
No. X Y H F C1 Br I Me H F C1 Br I Me observed calculated"' yobr - ycaIc 

l H F 1  1 8.16 
2 H C 1 1  1 8.68 
3 H B r 1  1 8.89 
4 H I  1 1 9.25 
5 H M e 1  1 9.30 
6 F H  1 1 7.52 
7 C1 H 1 1 8.16 
8 Br H 1 1 8.30 
9 1  H 1 1 8.40 

10 Me H 1 1  8.46 
11 C1 F 1 1 8.19 
12 Br F 1 1 8.57 
13 Me F 1 1 8.82 
14 C1 CI I 1 8.89 
15 Br C1 1 1 8.92 
16 Me C1 1 1 8.96 
17 C1 Br 1 1 9.00 
18 Br Br 1 1 9.35 
19 Me  Br 1 1 9.22 
20 Me Me 1 1 9.30 
21 Br Me 1 1 9.52 
2 2 H H 1  1 . 7.46 

8.161 
8.589 
8.841 
9.250 
9.077 
7.520 
8.028 
8.255 
8.400 
8.275 
8.368 
8.595 
8.61 5 
8.796 
9.023 
9.043 
9.048 
9.275 
9.295 
9.531 
9.51 1 
7.821 

-0.001 
0.091 
0.049 
0.000 
0.223 
0.000 
0.1 32 
0.045 
0.000 
0.185 

-0.178 
- 0.025 

0.205 
0.094 

-0.103 
-0.083 
- 0.048 

0.075 
-0.075 
- 0.23 1 

0.009 
-0.361 

Sums: 6 1 4 5 1 5 6 4 4 4 1 3  

') From Equations (16), (18) and (19); deviations of kO.001 due to rounding errors. 

meta-position , 
a H =  -1/6.aF-2/3.a,,-5/6.aBr (14) 

- 1/6.a, - 5/6.aMe 

para-position: 
an = - 213. aF - 2/3. a,, - 213. aBr (1 5 )  

- 116 ' aI - 112. aME 

Insertion of these equations into the structural matrix 
leads to an elimination of the two hydrogen columns and 
to a change of all rows for compounds bearing hydrogen in 
one or both positions [42]. The new matrix corresponds to 
a system of 22 equations with only 10 variables and a con- 
stant term, now readily solvable by linear multiple regres- 
sion analysis [43-453. From the resulting q values of F, 
C1, Br, I and Me, the aH values can be calculated for each 
position by Equations (14) and (15) and the overall result is 
presented by Equation (16) [42]. 95% Confidence intervals 
are given for each term; it should be noted that no confi- 
dence intervals are given for the [meta-H] and [para-H] 
terms because these terms were not included in the regres- 
sion analysis. 

Equation (16) is only one possible result. If two other 
substituents are removed from the original matrix, a differ- 
ent matrix for regression analysis but an identical equation 
result, now giving values of -0.252 (f0.16) for [meta-H] 
and -0.623 (k0.17) for [para-HI. 

log 1/C = -0.252 [meta-H] 
-0.553(f0.45)[meta-F] 
- 0.045 ( & 0.20) [meta-Cl] 
+ 0.1 82 (f0. 17) [meta-Br] 
+ 0.327( k 0.45) [meta-I] 
+ 0.202 ( f 0.17) [meta-Me] 
-0.623 [para-H] 
-0.283 ( f 0.20) [para-F] 
+ 0.1 44( k 0.20) [para-CI] 
+ 0.397( f 0.20) [para-Br] 
+ 0.806( L- 0.45) [para-I] 
+ 0.633 ( f 0.24) [para-Me] 
+ 8.696( L- 0.09) 

(n = 22; r = 0.969; s = 0.194; F = 16.99) (16) 

The theory of linear equations and the problem of linear 
dependences as applied to Free Wilson analysis have been 
discussed in the literature [42, 46, 471. 

A comparison of observed log l/C values with those cal- 
culated from Equation (16) (Table 1) demonstrates the good 
fit by the additive model. Values of activity contributions 
for substituents occuring only once in the matrix (meta-F, 
meta-I and para-I), called single point determinations, lead 
to calculated log 1/C values which are identical to the ob- 
served values. In such cases the values of the group contri- 
butions include the experimental error of a single com- 
pound. 
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The log 1/C values of compounds not included in the 
original analysis can be estimated from Equation (16). For 
the 3,4-diiodo-analogue Equation (1 6) predicts an even 
higher biological activity than for the most active compound 
included in the original set (log l/Calc = 8.696 + 0.327 + 
0.806 M 9.8). 

The definition of the symmetry equations leads to several 
disadvantages. The calculation procedure is complex and 
each addition or elimination of a compound changes the 
symmetry equations and the value of p. Consequently the 
values of all group contributions are changed more or less, 
making the comparison of different Free Wilson analyses in 
the same data set very difficult. 

2.2 The Fujita Ban Model 

In the modification of Free Wilson analysis proposed by 
Fujita and Ban in 1971 [12], symmetry equations are no 
longer needed. Fujita and Ban interpret p as the theoretical 
biological activity value of the unsubstituted reference com- 
pound of a series and they relate all group contributions to 
hydrogen in the same position of substitution (Equation (17); 
bjk = activity contributions relative to hydrogen, p = cal- 
culated biological activity value of the unsubstituted com- 
pound). 

A much simpler calculation procedure results from this 
version. Only the columns of the reference substituents need 
to be eliminated from the original matrix (by doing this the 
activity contributions of the reference substituents, i.e. meta- 
H and para-H in the case of Table l ,  are forced to zero). 
Regression analysis of the resulting matrix directly leads to 
Equation (18) [42, 481. 

logl/C = -0.301 (f0.50)[meta-n 
+ 0.207( f 0.29) [meta-Cl] + 0.434( f 0.27) [meta-Br] 
+0.579( k0.50) [meta-I] 
+ 0.454( f 0.27) [meta-Me] 
+ 0.340( & 0.30) Cpara-F] 
+0.768( k0.30) [para-CI] + 1.020( k 0.30) Cpara-Br] + 1.429 ( rt 0.50) [para-I] + 1.256( +0:33) Cpara-Me] 
+ 7.821 (k 0.27) 

(n = 22; r = 0.969; s = 0.194; F = 16.99) (1 8) 

The constant term p = 7.821 is the calculated biological 
activity value of compound 22, the unsubstituted compound. 
Of course the statistical parameters r, s and F are identical 
with those of Equation (16) and all calculated log 1/C values 
are identical from both equations. 

Although it is convenient to use the unsubstituted ana- 
logue, any other compound may be taken as reference com- 
pound, even with a substituent combination not included in 
the original data set, e.g. a 3-F,4-I-analogue. In doing so, 
the activity contributions of these substituents are forced to 
zero, the corresponding columns are removed from the 
structural matrix and Equation (19) results [42]. 

logl/C = 0.301 (+0.50)[meta-H] 
+0.508( fO.51) [meta-CI] + 0.735( f 0.50) [meta-Br] 
+0.880( +0.60)[meta-I] 
+0.755( f0.50) [meta-Me] 
- 1.429 ( f 0.50) [para-H] 
-1.089(+0.50)[para-F] 
-0.661 (f0.50) [para-CI] 
- 0.409 ( f 0.50) [para-Br] 
-0.173( f0.52)Cpara-Mel 
+ 8.949 ( f 0.66) 

(n = 22; r = 0.969; s = 0.194; F = 16.99) (19) 

Again r, s and F and all calculated log 1/C values are 
identical with those from Equations (16) and (18). Now the 
constant term p = 8.949 is the calculated biological activity 
value of the 3-F,CI-analogue and all activity contributions 
refer to this pattern of substitution. The activity contribu- 
tions and p values from Fujita Ban analyses and Free Wil- 
son analyses are interrelated by Equations (20) and (21) 
(ajz = activity contribution of the reference substituent RZ 
in position j) (Table 2) [42]. 

Thus the relationships between different Fujita Ban ana- 
lyses and classical Free Wilson analysis are as simple as the 
relationship between the temperature scales of Celsius and 
Kelvin. Only the choice of the reference point determines 
the magnitude of all values. 

A slightly different modification of Free Wilson analysis 
was formulated by Cammarata, where p in Equation (17) is 
defined as the observed biological activity value of the un- 
substituted compound (instead of the theoretical value) [49, 
501. However, this procedure is inadequate from a statistical 
point of view [20, 42,47, 48) and should not be used. 

2.3 Problems in Free Wilson and Fujita Ban Analyses 

2.3.1 Biological Activity Values 

Only logarithmic values of molar doses producing a cer- 
tain effect, logarithms of rate constants and logarithms of 
binding or inhibition constants should be used as activity 
parameters in quantitative structure activity analyses. Lin- 
ear values or YO values of effect produced by a fixed dose 
sometimes lead to significant relationships; however, such 
results are only a reflection of the close interrelationship 
between such values and the same values in one of the above 
mentioned scales. Early comparisons of linear vs. logarith- 
mic values [5l, 521 came to wrong conclusions, because 
standard deviations were compared in different scales. The 
use of linear and logarithmic biological activity values in 
Free Wilson analyses has been reviewed [18]. 

2.3.2 Single Point Determinations 

Single point determinations do not cause problems, when 
there are not too many of them included in the analysis. In 
each case they give a first measure of the effect of a certain 
substituent on the biological activity, without any statistical 
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Table 2. Antiadrenergic Activities of N,N-Dimethyl-cx-bromophenethylamines (Table 1). Comparison of Activity Contributions from 
DilTerent Free Wilson Analyses [42] 

Classical Fujita Ban modification 

aj k bjk bjk - ajk bjk bjk - ajk 
Substituent Free Wilson model Equation (18) Equation (19) 

Meta-H 
Meta-F 
Meta-CI 
Meta-Br 
Meta-I 
Meta-Me 
Para-H 
Para-F 
Para-C1 
Para-Br 
Para-I 
Para-Me 

-0.252 
-0.553 
-0.045 

0.182 
0.327 
0.202 

-0.623 
-0.283 

0.144 
0.397 
0.806 
0.633 

0 a) 

-0.301 
0.207 
0.434 
0.579 
0.454 
0 
0.340 
0.768 
1.020 
1.429 
1.256 

0.252 
0.252 
0.252 
0.252 
0.252 
0.252 
0.623 
0.623 
0.624 ’) 
0.623 
0.623 
0.623 

0.301 
0 
0.508 
0.735 
0.880 
0.755 

- 1.429 
- 1.089 
-0.661 
- 0.409 

0 
-0.173 

0.553 
0.553 
0.553 
0.553 
0.553 
0.553 

-0.806 
-0.806 
-0.805 ’) 

-0.806 
-0.806 
- 0.806 

P 8.696 - 7.821 0.875‘) 8.949 - 0.253 dl 

*) By definition. ’’ Deviations due to rounding errors. 
PFW - ~ F B  = 8.696-7.821 = 0.252 + 0.623 = 0.875. 

d, PFW - PFB = 8.696-8.949 = 0.553 - 0.806 = -0.253. 

significance. If single point determinations are removed from 
a Fujita Ban analysis (e.g. compounds 4,6 and 9 from Equa- 
tion (18)), the other regression coefficients do not change 
their values and the standard deviation s does not change 
its value (because the number of degrees of freedom remains 
constant). The correlation coefficient r decreases more or 
less, while the F value either decreases due to the worse fit, 
or it increases due to the fact that F values are much more 
influenced by the number of variables than by the quality 
of fit (which applies to this example). 

Analyses with only few degrees of freedom may be suited 
to sort substituents according to their effects on biological 
activity. Their statistical parameters are, however, without 
any significance. Many published Free Wilson analyses suf- 
fer from such problems (e.g. [SO, 533). 

2.3.3 Complex Linear Dependences 

Complex linear dependences, often called singularities, 
arise when substituents in different positions only occur to- 
gether [16, 17,42,46]. Early problems, where data sets were 
called “ill-conditioned’’ because no unique solution could 
be obtained from different Free Wilson analyses [54], were 
later recognized to be caused by such linear dependences 

While there is no easy way to eliminate such linear de- 
pendences in the classical model, in the Fujita Ban model 
those substituents can be combined to a new pseudosubsti- 
tuent [42]. Its activity contribution is a measure for the 
combined effect of all substituents which are included in the 
pseudosubstituent. Linear dependences are often hidden. 
They cause computational errors (division by zero during 
the matrix inversion) but they can be detected by looking 
at the matrix determinant [46]. If the matrix determinant 
is zero or close to zero, no unique solution can be obtained. 
The value of the matrix determinant does not depend on 
the choice of reference substituents nor does it depend on 
the inclusion or deletion of compounds leading to single 
point determinations [55] .  

C16J 

In cases, where different positions in a molecule are as- 
sumed to be equivalent, the number of identical substituents 
in the equivalent positions can be used as a parameter in 
Free Wilson and Fujita Ban analyses [46, 48, 56, 571. In 
homologous series even the number of CH2 groups may be 
used as a Free Wilson type parameter, as long as the ad- 
,ditivity concept applies. 

Optically active compounds can be treated in two differ- 
ent ways. First, both configurations (leading to R- and S- 
enantiomers) can be treated separately and values of 0.5 are 
given to each position for racemates or diastereomeric mix- 
tures [51]. On the other hand, additional Free Wilson type 
parameters can be used to indicate whether a compound is 
a (+)-entantiomer or a (-)-enantiomer [58]. This second 
approach looks less reliable because the well-known varia- 
bility of the activity differences between enantiomers (Pfeif- 
fer’s rule) [59] is not taken into account by this method. 

2.3.4 Regression Analysis and Statistical Parameters 

Calculation procedures have been described step by step 
for classical Free Wilson analysis [16, 17, 19, 20, 221 as well 
as for Fujita Ban analysis [60]. Although computer pro- 
grams for both models [17, 61, 621, a simplified algorithm 
for Fujita Ban analysis [60] and a calculation procedure for 
an approximative solution to the Free Wilson model [20, 
63,641 are described in the literature, any standard program 
of linear multiple regression analysis can be used. 

As proposed for the extrathermodynamic approach [65], 
the statistical parameters presented with the results should 
include r, s and F values and the 95% confidence intervals 
of the regression coefficients (not standard errors which are 
lower by a factor of 2-3). 

In contrast to Hansch analysis, where only few variables 
are needed to describe a data set, the correlation coefficient 
r is of limited value in most Free Wilson analyses, due to 
the large number of variables usually included. A much bet- 
ter measure for the quality of fit are the standard deviation 
s and the F value. 
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No partial F test (usually called sequential F test) should 
be applied to Free Wilson analyses, because the significance 
of individual parameters has not the same meaning as in 
the Hansch model [66]. Even the information that the ac- 
tivity contribution of a certain substituent is not significantly 
different from that of the reference substituent, is a useful 
information. In each case the significance depends on the 
choice of the reference substituents. 

While in classical Free Wilson analysis the values of the 
confidence intervals do not depend on the choice of the 
symmetry equations, different results are obtained from dif- 
ferent Fujita Ban analyses (compare Equations (1 8) and (1 9)) 
[42]. Thus no firm conclusions can be drawn from such 
confidence intervals, with the only exception that the selec- 
tion of well represented reference substituents leads to much 
smaller confidence intervals than the choice of less well rep- 
resented substituents (no confidence intervals are assigned 
to the reference substituents because their values are forced 
to zero). 

Quant. Struct.-Act. Relat. 7, 121 -133 (1988) 

2.4 Applications of Free Wilson Analysis 

The Free Wilson model has never become as popular as 
Hansch analysis because of its limitations: it applies only as 
long as the additivity concept holds true and secondly, pre- 
dictions of biological activity values can be made only for 
new substituent combinations. However, there are numer- 
ous applications in medicinal chemistry, most of them listed 
in Table 3. 

Table 3. Applications of Free Wilson Analysis in Medicinal Chem- 
istry. In Vitro and In Vivo Models. 

Biological activity and references 

Acetylcholinesterase inhibition [67 - 691 
Adrenergic a-receptor binding [70] 
Albumin binding [71] 
Anabolic activity [72] 
Analgesic activity [ l l ,  29, 58, 73-75] 
Androgenic activity [72] 
Anthelmintic activity [76] 
Antiadrenergic activity [42, 48, 49, 60, 63, 77-81] 
Antiallergic activity [82, 831 
Antibacterial activity [ l l ,  15, 17, 21, 22, 28, 50, 57, 60, 63, 

Anticholinergic activity [92] 
Anticonvulsant activity [93, 941 
Antifungal activity [46, 48, 57, 951 
Antihypertensive activity [96, 971 
Antiinflammatory activity [56, 98- 1011 
Antilipemic activity [lo23 
Antimalarial activity [27, 54, 103, 1041 
Antimicrobial activity [lOS- 1071 
Antimitotic activity [l08, 1091 
Antimycoplasmal activity [l lo] 
Antitumor activity [52, 11 1 - 1171 
Antiulcer activity [118] 
Antiviral activity [119-1221 
ATPase inhibition [123] 
Benzodiazepine receptor binding [ 124- 1261 
Bradykinin potentiation [127] 
Butyrylcholinesterase inhibition [48, 67, 128 - 1311 
Carboxylesterase inhibition [6fl 
Dihydrofolate reductase inhibition [132, 1331 
Diuretic activity C134, 1351 
Dopamine 8-hydroxylase substrate properties C.12, 791 

84-91] 

Table 3 (continued) 

Biological activity and references 

Dopamine receptor binding [70, 1361 
Estrogenic activity [137] 
Glucocorticoid activity [2, 1381 
Hallucinogenic activity [53] 
Hypnotic activity [48] 
Hypoglycemic activity [17, 23, 1391 
Inhibition of brain oxidative metabolism [73] 
Inhibition of oxytocin contraction [140- 1431 
Learning and behaviour [144, 1451 
Local anesthetic activity [146] 
Microsomal oxidation [147] 
Mineralocorticoid activity [2] 
Mitochondria1 uncoupling activity [148, 1491 
Monoamine oxidase inhibition [150-152] 
Muscarine receptor binding [70] 
Muscle relaxant activity [93] 
Neuroleptic activity [70] 
Norepinephrine uptake inhibition [51, 78, 79, 1531 
Opiate receptor binding [154, 1551 
Ovicidal activity [156] 
Pharmacokinetic properties [157- 1601 
Phenylethanolamine-N-methyltransferase inhibition [79] 
Phenylethanolamine-N-methyitransferase substrate properties 

Plasmin inhibition [161] 
Progestational activity [162] 
Prostaglandin synthetase inhibition [163] 
Psychostimulant activity [ 1641 
Radioprotective activity [67, 165- 1681 
Renin inhibition [169] 
Ribosomal erythromycin binding [170] 
Saluretic activity [135] 
Sedative activity [93] 
Serotonin receptor binding [70] 
Serotonin uptake inhibition [171] 
Spasmolytic activity [37, 38, 172- 1741 
Thrombin inhibition [161] 
Thyromimetic activity [l, 481 
Toxicity [ l l ,  29, 67, 100, 102, 156, 166, 175-1871 
Tranquilizing activity [180, 1881 
Trypsin inhibition [161] 
Tuberculostatic activity [189] 
Vermicidal activity [156] 

[12, 78, 791 

In agrochemistry the Free Wilson model has been used 
€or the quantitative description of antifungal activity 
[190- 1921, herbicidal activity [193 - 1951, Hill reaction in- 
hibition [21, 1961, inhibition of cell division [108, 1971, in- 
secticidal activity [198 -2001 and plant growth stimulation 
[lOS, 106, 2011. 

In physical chemistry Free Wilson type approaches have 
been used since long time to derive Hammett cr constants 
from rate and equilibrium constants [7], to derive 7c values 
[lo, 202, 2031 and hydrophobic fragmental constants 
[203 - 2061 from partition coefficients and for some other 
additive molecular properties. In addition, the Free Wilson 
model has been used to analyze the cyclodextrin complex- 
ation of compounds [207], electronic absorption spectra 
[208], the fastness properties of dyes [209-2121, fluores- 
cence intensity [213], molecule geometry [214], NMR spec- 
tral data [215], partition coefficients [216], partitioning of 
ion pairs [217], permeability through synthetic membranes 
[218] and R, values [157]. 
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3 The Relationship between Free Wilson and Hansch 
Analyses 

3.1 The Equivalence of the Activity Contributions 

Although the Free Wilson model and linear Hansch ana- 
lysis look quite different, they are fundamentally related. 
Both approaches start from the additivity concept of group 
contributions to biological activity. While Free and Wilson 
were only interested to attribute incremental values to all 
different groups and substituents, the Hansch model inter- 
prets such activity contributions in physicochemical terms. 

If all physicochemical parameters Oj in a linear Hansch 
equation (Equation (22)) are additive constitutive properties, 
like x, MR, (s or E,, and as long as there are only linear 
terms in Equation (22), Free Wilson type activity contri- 
butions for each substituent can be calculated from a 
Hansch equation by Equation (23) [48]. 

a, = 1 kjai,. (23) 
J 

The close theoretical relationship between Hansch ana- 
lysis and Free Wilson analysis was first recognized and the- 
oretically proven by Singer and Purcell [219] who also 
stated that this relationship does not apply to parabolic 
Hansch equations. Although this statement has been ques- 
tioned by Cammarata [49, 1771, it was confirmed theoret- 
ically and by practical examples in later investigations [48, 

For the data of Table 1 several Hansch equations were 
2203. 

derived [48, 49, 66, 2211, e.g. Equations (24)-(26). 

logl/C = 1.15(fO.l9)n 
- 1.47(&0.38)0+ + 7.82 (24) 
(n = 22; r = 0.944, s = 0.197) 

logl/C = 0.83( +0.27)~,,,, 
+ 1.33 ( & 0.20) xpara 
- 0.92 ( & 0.50) cr.rn+cta (25) 
- 1.89( +0.57)0&, + 7.80 
(n = 22; r = 0.966; s = 0.164) 

logl/C = 1.26(&0.19)~ 
- 1.46( +0.34)0+ (26) + 0.21 (f0.17)EYta + 7.62 
(n = 22; r = 0.959; s = 0.173) 

Free Wilson type activity contributions can be derived 
from each equation by using the corresponding n, (s and E, 
values (after eliminating the constant term). The close nu- 
merical equivalence of Free Wilson group contributions and 
those derived from the different Hansch equations can be 
seen at a glance (Table 4). The only prerequisite for such a 
comparison is the use of the Fujita Ban model instead of 
the classical model (in order to normalize all group contri- 
butions to aH = 0) and to normalize all physicochemical 
parameters Oj to (I+., = 0 [48]. 

In data sets suited for Free Wilson analysis the upper 
limit of correlation that can be achieved by a linear Hansch 
analysis is given by the correlation coefficient of the Free 
Wilson analysis [48]. If this correlation coefficient is high, 
there may be a good chance to derive a linear Hansch equa- 
tion. If it is low, nonlinear models should be tested. 

Hansch equations have been derived from Free Wilson 
group contributions (e.g. [12, 50, 57, 1031). This approach 
as well as the direct comparison of Free Wilson group con- 
tributions with those derived from Hansch equations can be 
used to improve the fit of Hansch equations by a better 
selection of the physicochemical parameters [48]. 

3.2 Indicator Variables and the Mixed Approach 

Indicator variables are used in Hansch equations to ac- 
count for the effects of certain structural features on the 

Table 4. Antiadrenergic Activities of N,N-Dimethyl-a-bromo-phenethylamines (Table 1). Physicochemical Parameters, Activity Contri- 
butions from Fujita Ban Analysis (Table 2, Equation (18)) and Hansch Analysis (Equations (24)-(26)) and Statistical Parameters [48]. 

Physicochemical parameters Activity contributions &, calculated from 

Ban analysis Equation (24) Equation (25) Equation (26) 
Substituent x G+ ,Fa Fujita Hansch analysis 

Meta-H 
Meta-F 
Meta-C1 
Meta-Br 
Meta-I 
Meta-CH, 
Para-H 
Para-F 
Para-C1 
Para-Br 
Para-I 
Para-CH3 

0 
0.13 
0.76 
0.94 
1.15 
0.51 
0 
0.15 
0.70 
1.02 
1.26 
0.52 

0 
0.35 
0.40 
0.41 
0.36 

- 0.07 
0 

- 0.07 
0.11 
0.15 
0.14 

-0.31 

1.24 
0.78 
0.27 
0.08 

-0.16 
0 
- 

0 
- 0.30 

0.21 
0.43 
0.58 
0.45 
0 
0.34 
0.77 
1.02 
1.43 
1.26 

0 
-0.37 

0.29 
0.48 
0.79 
0.69 
0 
0.28 
0.64 
0.95 
1.24 
1.05 

0 

0.26 
0.40 
0.62 
0.49 
0 
0.33 
0.72 
1.07 
1.41 
1.28 

-0.21 - 
0 

-0.44 
0.17 
0.34 
0.63 
0.48, 
0 
0.29 
0.72 
1.07 
1.38 
1.1 1 

7.82 7.82 7.80 7.88 a’ 

Number of cpds. n 22 22 22 22 
Correlation coeff. r 0.969 0.944 0.966 0.959 
Standard deviation S 0.194 0.197 0.164 0.173 

a) Calculated from p = c + 0.21 
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model corresponds to nonlinear Hansch analysis, which is 
true indeed [48]. However, the application of Equation (28) 
is inhibited by the usually much too large number of pa- 
rameters. While certain interaction terms play a role in some 
Free Wilson analyses (e.g. [12]), only a few Bocek Kopecky 
type equations have been published [48,118, 132, 165, 175, 
176, 1781. 

Due to the relationship between Hansch and Free Wilson 
analysis the mixed approach (Equation (27), chapter 3.2) can 
be extended to a nonlinear model [57, 2531, where either 
the parabolic Hansch model [8-10, 2541 or the bilinear 
model [255 - 2581 are combined with Free Wilson type pa- 
rameters or with other indicator variables (Equations (29) 
and (30); @ = TC, MR or other additive property). 

logl/C = k@* + C k,@, + C ai + c (29) 

(30) 

Examples for the successful application of this approach 
are listed together with the applications of linear models in 
Table 5 (chapter 3.2). It should be noted that Equations (27), 
(29) and (30) are nothing else than a mathematical notation 
for the use of different types of indicator variables in Hansch 
analyses. 

logl/C = -b.log(P~lO‘” + 1) + C k,@, + C + c 

biological activity that cannot be explained in terms of phys- 
icochemical parameters [222 - 2241. Such indicator varia- 
bles are frequently used in regression analyses [44, 451 and 
their use in quantitative structure activity relationships has 
been rationalized by Hansch as “the extrathermodynamic 
approach assisted by the Free Wilson method” [224]. Con- 
sequently both models, Free Wilson analysis (in the form of 
the Fujita Ban model) and Hansch analysis have been com- 
bined to a mixed approach (Equation (27)) [57], 

logl/C = c a, + C kjQj + c 

where Oj are physicochemical parameters of substituents for 
which an extrathermodynamic relationship can be derived, 
while ai are Free Wilson type parameters (indicator variables 
or dummy variables) for certain structural features (usually 
at other positions in the molecule) that cannot be parame- 
terized in physicochemical terms. 

From the extensive work of Hansch and his group on the 
structure activity relationships of enzyme inhibitors many 
successful applications of this combined approach resulted. 
Today the use of indicator variables in Hansch analyses is 
the most powerful tool of classical QSAR. 

Typical uses of Free Wilson type indicator variables in 
Hansch equations are reviewed in Table 5 (including non- 
linear equations, compare chapter 3.3). 

Table 5. The Use of Indicator Variables in Hansch Analyses 

Biological Activity and References 

Adenosine receptor binding [225] 
Antiadrenergic activity [81] 
Antiallergic activity [82, 2261 
Antibacterial activity [223] 
Antifungal activity [227] 
Antiinflammatory activity [98] 
Antimalarial activity [228] 
Antitumor activity [229-2341 
Carbonic anhydrase inhibition [235, 2361 
Cholinesterase inhibition [222] 
Chymotrypsin inhibiton [237 -2411 
Complement inhibition [224, 242, 2431 
Dihydrofolate reductase inhibition [236, 237, 243 - 2481 
Guanine deaminase inhibition [243, 2491 
Inhibition of various enzymes [243] 
Papain ligand interactions [250] 
Thyromimetic activity [48, 57, 2511 
Toxicity [29] 
Trypsin inhibition [252] 

3.3 Nonlinear Models 

At approximately the same time as Free and Wilson for- 
mulated their model, Bocek and Kopecky [175, 1761 tested 
an additive model, a multiplicative model and a combined 
model to describe the toxicity of disubstituted benzenes. 
They found that Equation (28), where b and e are empirical 
terms like in Free Wilson analysis, was the best model to 
fit the data. 

~ O ~ C L D ~ O I H H  - log[LD&~ = bx + by + ex’ey. (28) 

In their comparison of Hansch and Free Wilson analysis 
Singer and Purcell [219] stated that the Bocek Kopecky 

4 Models Related to Free Wilson Analysis 

There is a wide range of models which are more or less 
related to Free Wilson analysis. For a series of dihydrofolate 
reductase inhibitors Hansch et al. [132] tested indicator var- 

. iables and interaction terms without strictly following the 
rules of Free Wilson analysis. In other cases insignificant 
variables have been removed from Free Wilson analyses by 
stepwise regression procedures [e.g. 29, 145, 187, 2591. The 
name “reduced Free Wilson model” is used by Mager [29, 
1871 to characterize this approach. It may be seen as a 
transition from normal Free Wilson analysis, where the 
number of variables is predetermined by the structure, to 
the pattern recognition approach [31, 75,260-2641, where 
a large number of parameters, encoding different structural 
features, is tested for their ability to separate groups with 
different (biological) properties. 

In medicinal chemistry the reduced Free Wilson model 
and related approaches have been used for the quantitative 
description of antiadrenergic activity [77], antibacterial ac- 
tivity [57, 60, 861, anticonvulsant activity [259], antifungal 
activity [259], antiinflammatory activity [259], benzodiaze- 
pine receptor binding [124], learning and behaviour [145] 
and toxicity [29, 185 - 1871. 

Some other approaches are based on Free Wilson analysis 
and on the concept of a hyperstructure. In the DARC- 
PELCO approach [265 - 2691 the ‘hyperstructure is made 
up from the parent skeleton and from all fragments of linear 
and branched substituents at this frame, ordered in concen- 
tric spheres. The greatest disadvantage of the DARC- 
PELCO approach comes from the large number of variables 
needed [22]. The results of DARC-PELCO analyses have 
been compared with results from Hansch and Free Wilson 
analyses; no real advantages of the DARC-PELCO method 
can be seen [55 ,  84,85,270, 2711. 

Other approaches based on a more or less hypothetical 
hyperstructure and on a strategy related to Free Wilson 
analysis are the minimal steric difference (MSD) [272] and 
the minimal topological difference (MTD) approach 
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[272-2741, the SIBlS (steric maps) method [275,2761 and 
the topological pharmacophore methods [20, 277 - 2811, 
LOGANA [278, 279, 2811 and LOCON [278, 280, 2811. 
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Abstract 

Partition coefficient (P) is a widely-measured property, yet 
there is considerable variation among published logP val- 
ues. This paper examines the factors that can affect the meas- 
urement of partition coefficient, and makes recommenda- 
tions as to good practice. Accuracy of partition coefficient 
determination can be affected by temperature, lack of mu- 
tual phase saturation, pH, buffer type and concentration, 
phase miscibility, solute concentration, solute and solvent 
purity, solute stability, phase volume ratio, solute adsorp- 
tion and failure to reach equilibrium conditions. It is rec- 
ommended that partitioning be carried out at constant tem- 
perature using either a stirred flask technique or the filter 
probe. 

Key-words: partition coefficient, saturation, temperature 
control, purity, stability, adsorption, equilibrium, phase vol- 
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ume ratio, phase miscibility, shake-flask, stir-flask, filter 
probe. 

1 Introduction 

The importance of partition coefficient (P) in controlling 
the biological activity of xenobiotics was first shown by 
Meyer [I] and Overton [ 2 ] ,  in their pioneering work on 
the narcosis of tadpoles. There is no doubt, however, that 
credit for recognising the full significance of the property 
and its influence on biological response must be given to 
Corwin Hansch and his co-workers at Pomona College. 
From their first paper [3] quantifying the herbicidal prop- 
erties of phenoxyacetic acids, through an extensive review 
of partition coefficient and its uses [4] to very recent work 
on drug-enzyme interactions [5], they have demonstrated 
the over-riding importance of partition coefficient in quan- 
titative structure-activity relationships (QSARs), and have 
sought to interpret the partitioning process and the nature 
of partition Coefficient as a property. 
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