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From Statistics to Reliability
Trustworthiness

TRUSTWORTHINESS (Dependability)

» Reliability (Reliabllity)
» Avallability (Availabilit

Y 2 »RAMS
» Maintainablility (Maintainability)

» Safety (Safety)
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From Statistics to Reliability
Trustworthiness

RAMS
Acronym for the quantities on which the theory of Reliability is
based, which through the study of laws of occurrence of
failures seeks to deepen the understanding of systems related
to the issues of:
1. Survival
2. Average lifespan

3. Percentage of uptime.
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From Statistics to Reliability
Trustworthiness

R'Eliability aims to investigate the trustworthiness
characteristics of a system of components through:

- mathematical and statistical theories and methods
- organizational methods

- operational practices

- analysis techniques and methods

- numerical and computational analysis methods

(algorithms)
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From Statistics to Reliability
Systems Engineering

The systems
A system is a set of elements or components characterized
by specific functional conditions and reliability, each of which
contributes to the functioning of the entire system at a
certain level of reliability.

Claude Shannon
Warren Weaver (Petoskey, Aprll 30, 1916 - Medford, February 24, 2001) Herbert Simon

(Reedsburg, July 17, 1894 — New Milford, November 24, 1978) (Milwaukee, June 15, 1916 — Pittsburgh, February 9, 2001)
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From Statistics to Reliability
Systems Engineering

SCIENCE AND COMPLEXITY
By WARREN WEAVER
Rockefeer Foundation, New York Clty

CIENCE has led w0 & multitude of results that affect men's lives,
Some of thewe results are embodiod in mere conveniences of a
relatively trivial sort. Many of them, based on science and developed
through technalogy, are casential to the machinery of modern life.
Many other results, especially those associated with the biclogical and
" sl sciences, are of unquestioned benefit and comfort, Certain
aspects of science have profoundly influenced men's ideas and even their
wleals, Still other aspects of science are thoroughly awesome,

How can we pet a view uf the function that science should have in the
developing future of man? How can we appreciate what acience really
is and, equally important, what science is not? It is, of course, poasidle
10 discuss the pature of science in general philosophical terms. For some
purposes such a discussion is important and necessary, but for the pres-
ent 4 mote dirsct approach is desirable. Let us, as a very realistic poli
tician used to say, Jet us Jook ar the record, Neglecting the older his-
tory of science, we shall go back oaly three and & half centuries and
1ake 2 broad view that tries to see the mam features, and omits minor de
tails, Let us begin with the physical sciences, rather than the biclogical
for the place of the life sciences in the descraptive scheme will gradually
become evident

A Mathematical Theory of Communication
by C. B, SIIANKON

INTRODUCTION

HE recent development of various metheds of modulation such as I'CM

and PPM which exchange bandwidth for signal-to-noise ratio has in-
tensibed the interest in a geoeral theory of commumication. A basis foc
such a theory is contained in the important papers of Nyquist! and Hartley*
on this subject.  In the present paper we will extend the theory o laclode a
number of new factors, in particular the effect of nolse in the channel, and
the savings passible dee to the statistical structure of the original message
sad due to the nature of the final destination of the information,

The fundamental problem of communication is that of reproducing at
one point either exactly or approximately a message selected at another
poiat. Froquently the messages have meaning; that is teey refer to or are
correlated according Lo some system with certain physical or conceptual
entities. These semantic aspects of communication are irrelevant to the
engineering problem. The significant aspect is that the actual message is
owe sdleslod from a sef of possible messages, The system must be designed
to operate for cach possible selection, not just the ane which will actually
be choten since this is unknown at the time of design.

If the number of messages in the set is fmite twen this number or any
manotonic fanction of this number can be regarded as a measure of the in-
formation produced when one message is chosen from the set, all cholces
being equally likely, As was painted out hy Hartley the most natuml
choice is the Jogarithmic function. Although this definition muat be gen-
eratized considerably when we consider the influence of the statistics of the
message and when we have a coatinuoes range of mesages, we will in all
ennes use an cssentially logasithmic measure,

The logarithmic measure & more convenlent for various reasons:

1. Tt is practically more useful. Parameters ol engineering Enportance

* Nyquist. 1., "“Certain Factor Aflecting Telegraph Spend,” Dol Sysfem Yechnical Jour-
wal, Apell 1924, p. 334; "Certain Topics in Telegraph Transedswion Theory " A L EE
Trowes., v. A7, Apch 1928, p. 617

* Hartley, B V. L., “Teasamision of Tnfurmation,” Bell Syrfen Tecknicel Jowrnal, July
1928, o, 539

Third Edition




From Statistics to Reliability
Systems Engineering

v' Systems and Complexity

The evolution ofmaintenance engineeringis closely linked to
the development ofsystems engineering..

The term state of a system at a certain moment denotes the set of
relevant properties of all the elements of the system at that moment.

The complexity of a system generally increases with thenumber of
component elements, with themultiplicity of existing relationshipsand
with themultiplicity of statesthat the system can assume.
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From Statistics to Reliability
Systems Engineering

v' Systems and Complexity

» Thecomplexityhas the characteristics of themultiple, therecursive,

theuncertain, theunstable: it also pertains to thedomain of
Information..

»Complexity is theproperty and characteristic size of any system, it

Increases with the rise in thenumber of possible states, so that
themultiplicity(or theinformation required to identify each state) can
be considered, in the first place, as ameasure of the complexity of
the system..
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From Statistics to Reliability
Systems Engineering

v' Systems and Complexity
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From Statistics to Reliability
Systems Engineering

v' Systems and Complexity
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From Statistics to Reliability
Small worlds

Thesmall world theory is a theory that claims that all complex networks present in
nature are such that any two nodes can be connected by a path consisting ofa
relatively small number of links..

Mathematically, the theory is studied as a branch ofgraph theory..

The small world theory originates from a series of experiments
conducted byStanleyMilgram (psychologist, New York, 1933-
1984) that examined the average path length forsocial networks
among residents in the United States. (“six degrees of

”)'.

& Leffetto Lucifero

In 1961 StanleyMilgramconducts a series of controversial

experiments at Yale University. '

The experiments involved ordinary people who were made to ! #

believe they were sending electric shocks to other people, in el
ipdfi | order totest the easy conditioning of humans towards authority.. o

Cattivi si diventa?
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From Statistics to Reliability
Small worlds

The theory was developed in 1998 in the article published in the magazineNature.,

"Collective dynamics of «small-world» networks’by mathematiciansDuncanWatts
andStevenStrogatz.:

Networks of fireflies, routers, actors, sexual partners, etc. have at least two similar
characteristics: thehigh level of clusteringand thelow degree of separation.:
despite the fact that each element tends to have relationships predominantly with a
few others (high aggregation), this does not prevent obtaining its 'closeness’ through
a few intermediaries with any other element
of the network (low degree of separation.)

The mathematician Paul Erdos studied random graphs, adding edges randomly
between nodes in the given set.

Erdos proved that a small percentage of edges relative to the total is enough to
have a connected graph.

the deqree of separation of such graphs is extraordinarily small.
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From Statistics to
Small worlds

Makineg Connections

FEEEEETTTEEEECTTIEEEEFTTINEEEFTTISNSATTTESEEETTINSEE

Reqular network:
connections to 4 nearest neighbors

Reliability

T EEEEFTTIE N EFTTEAREETTIEEE A TTINAEAFTTISNAEFTTESRSATTIAN AR FTTINAENFTTIANANCTTENANATTTAR SR AT

Small-world network:
A fesw long-range connections

Random network:
points conected haphazardly

Scurce: Watts & Strogatz, “Collective Dynamics of Small-World Networks, ™ Nature, June 1998
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From Statistics to Reliability
Small worlds: the importance of weak ties

Mark Granovetter (Jersey City, October 20, 1943, American sociologist)
demonstrated that:
Individuals engaged in weak ties, that is, made of friendly acquaintances
not too close, have more access to informationand thus to potential work
positions of interest, compared to those who socially invest only in strong
ties, that is, family, relatives, and close friends
It is from this theory that in Italy derive the .

industrial districts, studies on social
capital, informal economy, etc.Reliability
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Probability

One of the fundamental quantities on which Statistics is
based is

Reliability analysis of
Components and Systems

De tudo Alez Liber. a7
o 1 et peaia bis | o frowe vier Mr.q & Famamn oordone., I e scboeny
v Dbt 1vhe  wol wgbeus corpehe Qs fat prizs
- g
1. eeersesesdrsestiesiitesen
CAPVT XXtIL

(o Deludis Churtarne., tw quaber indegiria
Rl e Mocas of
s iy T T pe—
e
A X

2c3 02 cogaie , nercie ol , v

y e 6-:

S oo 4 el el v e 8 18
o Bt acbui o & (pocgpoce tdbat 23
n‘lulu

L b o ' -
ant e Ficiada cuelt | vidis Igker

Girolamo Cardano

(Pavia, 24 settembre 1501 — Roma, 21 settembre 1576 circa) Fra Luca Bartolomeo de Pacioli 0 anche Paciolo (Borgo

Sansepolcro, 1445 circa — Roma, 19 giugno 1517)

Statistics
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Probability
One of the fundamental quantities on which Statistics is

based is
J ~ STATISTICA | l
T | —» TEORADELLASTMA | | |
| INFERENZIALE I—E “““““““““““““ | DESCRITTIVA |
T mmmmm— | —
i[__________ R e SCOPO | |
! affermazioni sulla natura . sintetizzare dati I
| _teorica del fenomeno osservato | i
| LEGGE | | OBETINO | | rosmcroootoooo Y
' PROBABILISTICA | | fare previsioni | it

(posizione, variazione,

[ |

correlazione...) |

DESCRIVONO
le caratteristiche dei dati
per formare il
CONTENUTO STATISTICO

| Teoriadella |
| PROBABILITA |
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Probability
probability

», introduced for the first time in the seventeenth century with
gambling.These games, therefore, involve actions with
uncertain outcomes but with a predictable

»In the case of tossing a sufficiently
symmetrical and balanced coin, one can
expect substantial equivalence between the
times one face of the coin comes up and the

>UNGEdd CARRIERhiNBRLGS HfeSubIect of .
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Probability
probability

» This type of uncertainty and regularity over a sufficiently long time
span, such that numerous events related to the phenomenon
being analyzed can occur, often appears inexperimental
sciences, making statistical analysis interesting as it becomes a
valuable and,

IN many cases, essential tool.

», following the development of new theories and schools of
thought in the statistical discipline.successive definizioni nel
tempo, in sequito allo svilupparsi di nuove teorie e scuole di
pensiero sulla disciplina statistica.
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Probability

One of the fundamental quantities on which Statistics is

l Secolo XV XVl XVII |
Liber de ludo aleze Sulla scoperta dei dadi Corrispondenza tra Pascal ~ Ars conjectand :
Girolamo Cardano Galileo Galilel e Fermat concetto di Jakob Bemnoulli
(1526, pub. nel 1663) (1656) probabilita nell'accezione (1713)

Si spiega come mai. frequentista Si dimostrat il teorema di

lanciando fre dadi. il 10 sia
pitl probahile del 9
nonostante che entrambi i
risultati si ottengano da un
uguale numero di
combinazioni.

Bruno de Finetti e poi Leonard Jimmie Savage
Secolo XX “Concezione soqqettiva della probabilita come “qrado di

Bernulli, noto anche come
legge dei grandi numeri o
legge empirica del caso.

fiducia che una persona ha nel verificarsi dell'evento™

GeMan — Lorenzo Fedele

JACQUES
MONOD

IL.CASO.
E LA NECESSITA



http://www.google.it/url?sa=i&rct=j&q=&esrc=s&source=images&cd=&cad=rja&uact=8&ved=0CAcQjRxqFQoTCMa71s6hn8gCFQNVFAodm3oKzw&url=http://www.ebay.it/itm/IL-CASO-E-LA-NECESSITA-Jacques-Monod-Saggio-biologia-1991-A54-/291278453079&psig=AFQjCNFE4TAY7so38tfHscriVCm985lekw&ust=1443719813489744

Probability
Classical probability

classical definition of probability:

If a random phenomenon can give rise, In its
repetitive occurrence, ton mutually exclusive and
equally possible events, and ifng of these give rise to

the occurrence of event A, then the probability that A

occurs is given by the rationg/n.
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Probability
Classical probability

A classic example is thethrow of a die(or drawing a card,
etc.)

> |f we consider a die with six faces, the events associated

with any given face coming up areequally probable and
exclusive(if one face shows up, another cannot).

»Thus, the probability that a face shows up from the throw
of the die, according to the given definition, is1/6.
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Probability
The frequentist probabilityfrequentist

A limitation of the classical definition appears when faced with
guestions such as:

what is the probability that a man begins to smoke before reaching 50

o . years of age? .
Such a guestion is plausible in statistics, but does not find an

answer in light of classical probability.
For this reason, thefrequentist theoryhas

developed, which defines a probability of broader
applicability.
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Probability
The frequentist probabilityfrequentist

»Let us consider theexperiment of flipping a perfectly balanced coin;
as seen in classical treatment, the probability of either face coming
up is about the same,a priori.

Indeed, the classical definition provides an
a priori evaluation.

> If this theoretical consideration is followed by the experiment, it is
discovered that the number of times one face or the other of the
coin appears is about 1/2, but not exactly 1/2.

Thedefinitionfrequentistin fact, provides an assessment of the

probability based on the actual occurrence of events, that is,

the frequency of occurrence of a certain event over a number
of trials.
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Probability
The subjective probability

The probabilistic theories just mentioned (classical andfrequentist)
have a common element:
both refer to repeatable events
under similar or more or less similar conditions.

However, it may happen that you have toassess the probability of
an event that is not necessarily repeatable, or anyhow
repeatable in dissimilar conditions(for example, it may be
necessary to consider the probability of a world war breaking out

fore a certain date .

IS type o proggltolﬂty, which does not refer to repeatable events
under similar conditions, but rather to non-objective or almost
unique events, is indeed calledsubjective probability.
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Probability
General theory of probability

The construction of the general theory of probability requires the
aid of an important mathematical tool, theset theorywhich is
referenced in the following.

Suppose one considers the collection of all objects concerning a
certain discussion (for example, when speaking of numbers, one
would consider all numbers), referred to below aselements.
This collection constitutes a set, in particular, it constitutes

theuniversal set W.
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Probability
General theory of probability

Subsequently, a particular collection of objects belonging to W is
considered, which in turn constitutes a set A which is asubsetof W:

Ac W (1)

The 1 indicates that the set A is contained in W. Alternatively,
another subset B, this time of A, could be considered, and written:

BC A (2)

which states that B i1s contained in A and, at most, can coincide
with it.
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Probability
General theory of probability

The discussion of sets can be simplified by the use ofso-called
diagrams of (Euler-) Venn, which graphically represent the different
situations. For example, 2 is represented in the subsequent Figure 1.

Fig. 1 - Venn representation of
a set contained within another

(Basel, April 15, 1707 — Saint Petersburg, September 18, 1783) (Kingston upon Hull, August 4, 1834 — Cambridge, April 4, 1923)
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Probability
General theory of probability

The set without elements is called an empty set and is denoted
by the symbol ¢.

On sets, it is also possible to define certain operations: union,
Intersection, and difference.

The union of a set A and a set B is denoted by the following
symbolism:

AuB (3)
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Probability
General theory of probability

The union of 2 sets gives rise to another set C, which is the
collection of all elements belonging to A or B (Figure 2 or 3 in the

case of disjoint).
se
/ts

(2 \

S
Fig. 2 - Union operation between e
two sets Fig. 3 - Union operation betw%en two disjoint
sets
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Probability
General theory of probability

The intersection of two sets A and B represents, instead, the set C of
elements that belong to A and B at the same time (Figure 4):

A B (4)

Fig. 4 - Intersection operation between two sets

It is evident that the intersection of two disjoint sets equals the empty set ¢.
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Probability
General theory of probability

The operation of difference (5) of two sets A and B represents the set
whose elements are the difference between the elements of the two
Initial sets, that is, the set of elements of A that are not present in B:

A-B (5)

A set, finaIIst complementary to another set A if it consists of all the
elements that belong to the universal set W but not to A.
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Probability
General or axiomatic probability theory

The references made to set theory and, in particular, the
Introduction of graphical representations by Venn, aid in the
construction of the subsequent probabilistic theory, which is of an
axiomatic and general.

type.The sample space (or )sample set is defined as the
collection or totality of all possible outcomes of an
experiment, where the term sample indicates the fact that the
outcome of an experiment is a sample

(C, T,' f T,VT.'J 1 T

Insieme Universo (U) nelia
teoria degli insiemi
{rappresentato con un
rettangolo) € lo Spazio

%) o) Campione per la statistica

Sgaziy vampicre del 'anciodi 2 menets)
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Probability
General or axiomatic probability theory

A subset of the sample space just observed constitutes an event, and
the family of all events associated with a specific experiment (among
all those possible in the Universe) represents the event space or
complete set of events.

Probabillity, according to the axiomatic point of view, is therefore a
function between sets that enjoys some particular properties.

Given the The Q and the event space A associated with a certain
experiment, the probability of a generic event E, a subset of A, is a
number p such that:
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Probability
General or axiomatic probability theory

. P(E) = 0;
. pP(E) <1;
. p(E) = 1 if the event is certair

B~ W DN P

. given two events Aand B it i¢

P(A L B) + p(An B)=p(A) + p(B) (6)
5. given two events A and B:

p(A " B) = p(A/B)p(B) = p(B/A)p(A) (7)
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Probability

General or axiomatic probability theory
Axioms 4 and 5, as such, are not demonstrable but can be visualized in

light of set theory. Axiom 5 also introduces the conditional probability
P(A/B), that is, the probability that event A occurs knowing that event B
has occurred.

-

1 ]j The probability of reaching the treasure (T) by first
- passing through fork 5 is:

LT
—

P(T | Ey N ExN B3N Ey N Es)

P(1)- P(BEy | Ey) - P(E3| Ey N Ey)---
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Probability
General or axiomatic probability theory

From axiom 4 descends the theorem of total probabilities:

If two events A and B are incompatible (i.e., mutually exclusive,

P(A m B) = 0) then the probability of one occurring or the other
IS the sum of the

probabilities of each of the two events

p(A v B) =p(A) +p(B) (8)
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Probability
General or axiomatic probability theory

From axiom 5, however, descends the theorem of
composed probabilities:

If two events A and B are independent, then the probability
that they occur simultaneously is equal to the product of the

probabilities associated with the individual events

p(A " B) =p(A) p(B) 9)
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Probability
General or axiomatic probability theory

Given an event space, if all the events that can occur are
mutually exclusive, based on 8 (theorem of total

probability), we have:

2.p(E)=p(E,) +p(Ey) +...=p(E,UE,u..) =1  (10)
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Probability
General or axiomatic probability theory

The law of large numbers, or empirical law of chance,
(Bernoulli's theoremBernoullistates that the frequency of an
event associated with a series of trials conducted on a system is
equal to its probability if the number of trials is very large:

. o n
lim f = llmN—p (11)

N— N—e

where N is the number of experiments conducted and n is the
number of times the predetermined event has occurred.
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Probability
General or axiomatic probability theory

The discussion of conditional probabilities leads to the introduction
ofBernoulli's theoremBayes (referred to by some as thetheorem of
the probability of causes).

It isused tocalculate the probability of a cause that produced
the verified event:
atGiventwo events R and S, axiom 7 holds

from which derives the expression:
p(RNS) _ p(S/R)-p(R) _
PRIS)= " p(s) p(S)

P(S/R)-p(R) L2\ g
- p(S/R) . p(R) + p(S/R) . p(R) ( ) ThomasBayes

(London, 1702 —Royal TunbridgeWells, April 17, 1761)
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Probability
General or axiomatic probability theory

Assuming that R means possessing certain assigned qualitative
requirements and S having passed a certain test,

P(R/S) represents the probability that a material
that has passed a certain test
actually possesses the required gualifications.

This theorem finds an important application in the case of theacceptance of
productive resources (raw materials) in a company, or - for example - one
can calculate the probability that a certain person suffers from the disease for
which they have undergone thediagnostic test(in the case this resulted

negative) or conversely is not affected by such disease (in the case the test
resulted positive).
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Probability
General or axiomatic probability theory

A certain health test to assess the presence (positive result) or
absence (negative result) of disease X has a reliability of 95%:

-in the case of presence, there is a 95% probability that the result is
100% positive
/ {pos.) -in the case of absence, a 95% probability that it is negative.

mal. AND pos.

100%

Statistics indicate that 1% of the population is affected by disease X.

If a test result is positive for a person, what is the probability

conditional probability of being sick under  that they are actually sick?

the condition of being positive

p("being sick" | "resulting positive") =
= p("being sick"and"resulting positive") / p("resulting positive") =
=95% / 5,90% = 16%

g5, 19:-95%

malato e
no Rositivo 1%-95% + 99% 5% = 5,90 %

/ positivo
* 99%- 5%

malato positivo
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Probability
General or axiomatic probability theory

The probability of drawing the ace of spades from a deck of 52 cards is:
pP(Ace of spades) =1/52

The probability of drawing a card of a black suit (clubs or spades) is:
p(black card) =1/2

The probability of having drawn the ace of spades, knowing that the card
drawn is black, is:

p(Ace of spades | black card) =1/26

The probability of having drawn the same ace, knowing that the drawn card is red,
IS:

p(Ace of spades | red card) =0

The probability of having drawn a black card, knowing that the ace of spades has
been drawn, is:

p(black card | Ace of spades) = 1.
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Probability
General or axiomatic probability theory

Consider a school having60% male studentsand40% female students.
The female students wearskirts or pants in equal numbers; the male studentsall wear pants.
An observer, from a distance,notices a generic student wearing pants: what is the probability that the student is female?

The problem can be solved using the theorem ofBayes, consideringthe event A that the observed student is female, andthe event B
that the observed student is wearing pants. To calculateP(A|B), we need to know:

- P(A), which is the probability that the student is female without any other information. Since the observer sees a studentrandomly, it
means that all students have the same likelihood of being observed. Since females are 40% of the total, the probability will be2/5.

- P(A"), which is the probability that the student is male without any other information. Since A' is the complementary event of A, it results
in3/5.

- P(B|A), which is the probability that a female student is wearing pants (i.e., the probability that, having verified the event that the student
is female, the event that she wears pants also occurs). Since they wear skirts and pants in equal numbers, the probability will bel/2.

- P(B|A"), which is the probability that a student is wearing pants, knowing that the student is male. All male students wear pants, so it
holds1.

- P(B), that is, the probability that any student (male or female) is wearing pants. Since the number of those wearing pants is 80 (60
males + 20 females) out of 100 students among males and females, the probability P(B) is 80/100 = 4/5.

That said, we can apply the theorem:

_ P(BlA)P(4) 1
T

Therefore, there is a probability of 1/4 that the student is female, which is 25%.

P(A
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Probability
Probabillity distributions

In general, one is interested in a probability distribution rather
than a single value of this quantity, meaning a distribution of the
probability values associated with a complete set of events.

All probabilities expressed in the value distribution must be
between 0 and 1 and must be such that their sum is equal to 1
(closure property)

2.p(E)=p(E,) +p(Ey) +...=1  (13)
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Probability
Probabillity distributions

In particular, assuming we consider a set of numbers X placed in
one-to-one correspondence with a complete set of events, it is
possible to evaluate the probability associated with the occurrence

of one of these numbers.

The generic x belonging to this numerical set is called random

variable and can take on discrete or continuous.
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Probability
Probabillity distributions

To understand the meaning of a random variable, consider the
following particular case:

— adisc can rotate around its center and has a visible radial line;

— given an angular abscissa (i.e., a fixed reference relative to the disc's rotation),
the random variable (in this case continuous) is the angle formed by the visible
radial line with the fixed reference during rotation; one asks what the angle is at
the end of the generic imposed rotation;

— evidently, if the rotation is imposed randomly, the angle formed by the
predetermined radial line with the fixed reference will also have a random value
at the end of the rotation; since this angle can continuously assume different
values, this involves a continuous random variable.
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Probability
Probabillity distributions

Given a random variable, one can consider:

INDICI STATISTICI
- a generic distribution Al i

MODA o NORMA & s modaita (o la classe odaitad) caraltenzzata dala massma
frequenza o viene spesso rappresentata con la simbologia v, If valore che compare
pit frequentemento

e

- the characteristic magnitudes:

- the expected value, or mathematical expectation or

average value,

- the variance or mean square deviation, and its square
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Probability
Probabillity distributions

The expected vaXue  represents the centroid value of the

distribution, thus the most probable value of x.

Indicating with D(x) the probability density (D(x) = d—i)’ that is the
Infinitesimal probability associated with an infinitesimal variation of

X, It results In: oo
[x-Deodx

X = = = [x-Dedx  (14)
j D(xX)dx
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Probability
Probabillity distributions

Thevariance o 2 a quantity indicative of the deviation of the values of
the distribution from the most probable value, that is the expected
value.

It essentially provides an assessment of the “spread” of the distribution
function diagram, and its expression is as follows:

o2= | (x—>_<)2 DO)dx  (15)

From which descends the standard deviation o :

G = >T(X_§)Z . D(x)dx (16)
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Probability
Probabillity distributions

D(X)

2o

Fig. 5 - Example of a probabilistic distribution

GeMan — Lorenzo Fedele



http://www.google.it/url?sa=i&rct=j&q=&esrc=s&source=images&cd=&cad=rja&uact=8&ved=0CAcQjRxqFQoTCIa41rmrn8gCFcy1FAodCC4G2A&url=http://cimweb.polito.it/Courses/HyperText/HyperText_AutomazioneDiscreta/capitolo2/capitolo2.htm&psig=AFQjCNFCY5G4SkoND5S5APMBnEXzRUSHzw&ust=1443722356489830

Probability
Probabillity distributions

Given a certain probabilistic distribution, it is possible to trace back to
the so-called distribution function F(x), which represents the

probability that the event occurs from the chosen origin, generally -,
and Xx:

F(x) = j D(x)dx  (17)

Lars L]
0.4 1

0.3 08

06

02
0.4
a1 -
0 = : : 0
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Probability
Probabillity distributions

Main discrete statistical distributions:
- Binomial distribution or of Bernoulli
- Distribution of Poisson

Main continuous statistical distributions:
- Normal distribution or Gaussian
- Log-normal distribution Distribution of

-C 21tLdeVTIC T-OloTPLPLTIOV?
- Fisher-Snedecor's F-distribution Exponential distribution or Laplace
-WeibullDistribution of

-Describes the number of successes in a process of

- Distribution of , that is the random variable
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Probability
SBernoulli

The, on only two values: 0 and 1, also known as
Bernoulliexpressed by the following expression:p(k) = (Basel,
December 27, 1654 — Basel, August 16, 1705), su d
1, detti anchE r}a and Wlth probability g =1 - p., es

seguplikg espre @)neq (18)
(Basilea, 27 dicembre 1654 — Basilea, l(; égc;sto 1705

= XBernoulli + X...X, which sums n independent random variables of
equal distribution of ;Examples are the results of a series of coin tosses
or a series of draws from an urn (with replacement), each of which can
yield only two results: , + success,, with probability p and Bernoulli.
failure with probability g = 1 - p.binomial distribution or is a discrete
distribution
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o0e —
007 - "

Probability 9

| o
SBernoulli i

] 50 100
NUMBER OF HEADS

Consider two events E; and E,, and let p be the constant probability of E; and g
be the constant probability of E,, with p + g = 1, due to the closure property.

Performing n independent trials, let k be the number of times event E occurs;; k
IS a discrete random variable that can take the values 0, 1, 2, ... n.

- ) . ] . k n-k

The probability that a certain sequence occurs in n trials is P :q
The number of sequences in which E; appears k times is given by
n n! e e
the binomial coefficient|  |= | : (provides the number . CROCECROCECROCE | CCC |
. . . k k'. n - k - TESTA CROCE CROCE TCC
ofsimple combinations of n elements of class k.). - e, | e
T mecocm e

composite probabilities, 18 is valid. ——— ~~~~~~ . Cr
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Probability

SBernoulli
The expected value is: y e
k — n e p (19) g
g- ¥ ' ':.'
and the variance 2 =
G- =npq (20) o
where: ) , 'P”J%“"i“;” |
-n, the number of trials performed ” oo 2

-p, the probability of success in the single
trial of Bernoulli X
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Probability
SBernoulli

Example 1:

A card is drawn 5 times from a deck of
52 cards, putting back the drawn card
each time.

Determine the probability function of the
random variable k = number of times a
club card appears.

Also calculate the probability that:

a) a club card appears twice;
b) a club card never appears.
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Probability
SBernoulli

Example 2:
A machine produces pieces with a

defect rate of 10% (p = 0.1) in a batch
ofn = 20 pieces.

Study the random variablek = number of
defective pieces.

Calculate the average number of
defective pieces, the standard deviation.
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Probability
SBernoulli

Example 3:

In a company there are n = 15
machines in operation.

The probability that a machine breaks
down (k) during

the day is p = 0.3.

If the machines operate
independently and cannot be repaire
on the same day, determine:

a) the most probable number of
machines in operation at the end of
the day (n — k);

b) the standard deviation of the
machines in operation at the end of
the day.
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Probability
SPoisson

The, on only two values: 0 and 1, also known as Poisson it is also
a(Basel, December 27, 1654 — Basel, August 16, 1705).

It expresses the probability of the number of events that occur
successively and independently in a given time interval, knowing
thaton average a certain number occursm.

For example, a distribution is used Poissonto measure the number of
calls received in a call center within a specific time frame, like a
working morning. This distribution, which is concerned with rare

events, Is also known as tl rare events.

Siméon-Denis Poisson
(Pithiviers, June 21, 1781 — Paris, April 25, 1840)
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Probability
SPoisson

Given a discrete random variable k, known or fixed m, it turns out to

. 0.40—
be: 0.35} *¢ ° A=l
“.a " 030} | ® A=4
p(k) =" 21
k! %0.20' (l),-..-
* 0.5} d .
S o0.10} . ik'. .‘Z‘O_o' Q 1
k =0 2 =Mm (22) 0.05»._,:‘ Qfd ,00\_' \o%r ]
0002l mnac-2aaansaaloos]
0 10 15 20
k
This distribution function appears o8l " o
especially in the presence of rare 39 o
events, hence it is also called Toae U X i
distribution of rare events. 0 T o vt
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Probability
SPoisson

Example 1:

In a manufacturing industry, there is a 0.4% probability that a manufactured piece is
defective (k).

Calculate the probability that in a batch of n = 1,000 pieces manufactured:

1) no piece is defective

2) there is exactly one defective piece

3) there are more than one defective piece

4) there are exactly 4 defective pieces

5) there are less than 6 defective pieces

Finally, calculate the average number and the standard deviation of the number of
defective pieces for each sample of 1000 pieces and make a graph of the probability
of finding n defective pieces up to n=10.

probobisa

prodbabaita

p(0) = 4-e = 0,0183... ;ii Y 11 .
0!
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Probability
Gaussian distribution

TheGaussian or normal distribution, is among the most common.

It is a probability distribution continuous, often used to describe real-
valued random variables that tend to concentrate around a single
average value.

It is considered the basic case of continuous probability distributions
due to its role in the central limit theorem:

the sum of n random variables with finite mean and variance
tends to a normal distribution as n approaches infinity

Johann Carl Friedrich Gauss
(Braunschweig, April 30, 1777 — Goéttingen, February 23, 1855)
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Probability
Gaussian distribution

A continuous random variable, it is said to follow Gauss's law if it turns
out:

- (x— m) Pl —
D(X) = 2. (23) |
Vi € O “
04 | J
::.l - e "%‘L— h Ry |
The average value proves to be: 4’/ - ' - ' : \\1

X =m (24)
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Probability
Gaussian distribution

The curve to which one can always refer (with an appropriate
transformation) is the curve of thestandardized normal distribution:

i fiz)
0.4+

-3 -2 -1 +1 +2 +3
The curve that represents it has its concavity facing downward in
the interval (-1, 1) the points with abscissa z==*1 are inflection
points:
- 68.26% of the values are between -1 and +1;
- 95.44% of the values are between -2 and +2;
- 99.73% of the values are between -3 and +3.
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Probability
Gaussian distribution

The curve that represents it has its concavity facing downward in the
interval (-1, 1) the points with abscissa z=%1 are inflection points:

- 68.26% of the values are between -1 and +1;

- 95.44% of the values are between -2 and +2;

- 99.73% of the values are between -3 and +3.

Lower Upper
Specificabon Speciication r v
Lirnit I'LSL) LvmnrﬁUSL) L AS'L s LLSL

T : C
\ ; P 66.

Process A

A | i | 16 033 0317 317,000
HuTamas Tewere | 26 067 00455 45,500
/ ; 36 100 00027 2,700
woans_ | 4o 133 0.0001 63
(with st dev ap) | N
| J K | 5¢ 167  0.0000006 0,6 :
= | 6 200 2x0° 000
Xy by x
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Probability
Gaussian distribution

The curve that represents it has its concavity facing downward in the interval (-1, 1) the points with abscissa z==1 are inflection
points:

- 68.26% of the values are between -1 and +1;

- 95.44% of the values are between -2 and +2;

199 LA IRY e NalsR &e ERYSRTba3 @08 Rontrolling the mean square deviation that aimsto bring the quality of a product or

service to a certain level, introduced for the first time byMotorolain the second half of the 1980s by BobGalvinand Bill Smith. It
spread to other major companies, such asGeneral Electric, Toyota, Honeywell and Microsoft.

The goal of the method is to achieve such process control as to have only3.4 defective parts per million:

the target is to

have 6 standard deviations between the upper specification limit and the center of production
and equally between this and the lower limit.

In other words, production must have a standard deviation not exceeding
one-twelfth of the specification width.

Process A
(with 5t dev e,) L0 ppm
- 1 033 317,000
N e A 2 0.67 45,500
3o 1.00 2,700
Process B 4o 1.33 63
(with st dev op)
S5a 1.67 0.0000006 086
| 6 200 2x10° 000
X2 X h
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Probability

Gaussian distribution

Example of asixsigma:

An employee leaves home every day at 8:00 and has to be at work by 8:30.

To reach the office by car, he has two options: crossing the city, or taking a country route, which is longer but less busy.

To decide which is the more convenient route, he measures the travel time several times on both routes and finds that crossing
the city takes an average of 25 minutes, while the country route takes an average of 28 minutes. Which route should he take?

Old answer: the man should choose the city route, which on average is faster.

Six Sigmaanswer: the average is not a significant indicator for this study.

In fact, the employee is penalized when arriving late, but does not receive any benefit when arriving early.

The man would define routes that take more than 30 minutes of travel as defective. Therefore, the entire data distribution must be analyzed in both cases.
As seen, the city route shows high data variability because it is heavily influenced (and also quite unpredictably) by traffic; the country route, on the other
hand, requires a practically constant time. Given the high number of defects in the case of the city route, it is evident that the country route is decidedly
preferable from the point of view of the employee. The answer based on the simple comparison of averages is thus overturned.

Lower Upper
Specificabon Speciication

Lt (LSL) < le:!/:UEU CP = L'SL —-LSL
66
Process A
(with 5t dev o)
= 1o 0.33 0.317 317,000
¥ 2c 0.67 0.0455 45,500
3o 1.00 0.0027 2,700
Process B 4o 1.33 0.0001 63
(with st dev op)
5¢ 1.67 0.0000006 0.6
6 200  2x10° 0,00
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Probability
Gaussian distribution

Example 1:

The average lifespan of
dishwashers produced by a
company is 10 years (u=10) with
a standard deviation of s=4
years.

Calculate in a batch of 500

dishwashers, how many:

a) will still be in operation after 16
years;

b) will have a lifespan between 8
and 12 years.

GeMan — Lorenzo Fedele

A) Al valore della variabile casuale x=16 anni corrisponde:

Rl _ 16-10=
o 4

2=
o

ot Ko

=15 oon p(z=1,5)=0,4332

fiz)

04332

A I i L | i
-3 2 -1 1 +2 +3

|'area di nostro interesse vale p(x 216)=p(z 21,5)= 0,5~ ,4332 = 0,0668

su 500 lavastoviglie, dopo 16 anni, saranno ancora in funzione 500 0,0668= 33
lavastoviglie.

B) Le macchine che avranno durata compresa fra 8 e 12 anni. possono essere ottenute
considerando che:

gapendo che p(0,5)=0,195 avremo
F‘(SS x> ]2): p(-05=z2<05)=2 0,195= 0,39

0,39 500= 191 lavastoviglie che avranno un tempo di funzionamento compreso fra 8 12
anni,




Probability
Distribution Distribution of

Thedistribution Distribution of is a probability distribution of a variableY
whose natural logarithmX = log(Y) follows a normal distribution.

It iIs often used to describe thefatigue life of mechanical components and
In financial mathematics.

] 1.0
[ 2 ‘ —G:]ﬂ 1 :
N | ‘ I x~u, ) L5¢ /\l — =32 7] 0.8
fx)= = exp = | COM =20 < X < =0 / | l- ] 8T
3 o 4 | g \ an .
‘_ . [l \| priei

X A Ay = va l; I “ — o=1/4 1 0.6
se &1 pone y=log(y), s1 ottiene la dismbuzione log-normale di y OH o=1/8 - L

0.4}
fiy)= L

1 L logly)—g, |
== CXP ——' e | con <y <t
yoN2x | 2 o,

e — 0.0

1 1 L 'l
00 0.5 1o 1.5 20 2.5 3.0
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Probability
Chi-square distribution

Thedistribution Ztvdevtac —-8iotpiputiov? is a probability distribution that
describes the sum of the squares of some (k) independent random
variableshaving a normal distribution (k is called the degree of
freedom).In statistics, it.is %ﬂgig%lﬁaﬂy _u+s%d for the eponymous

i=1

hypothesis verification test (x-test)Ernst Karl Abbe?).

(Eisenach, January 23, 1840 — Jena, January 14, 1905)
$ hypothesis verification test
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Probability

Chi-square distribution
The is used to verify thevalidity of a hypothesis, that is, a statement concerning

real phenomena, which can be confirmed or disproved by observed experimental

data (experimental method- deterministic method, for example through the use of

Instruments, etc.;):

statistical method

-parametric (mean, variance, etc.)
-non-parametric.

Can it be stated that it is not balanced?
-Example .
Indeed, result 1 has appeared a significantly higher number of |
. the others.
Esempio
A die is rolled 2000 times with the following results (uniform distribution with p = 2000/6 = 333.33):

1: 388 times

2: 322 times

3: 314 times

4: 316 times ] (388_333,333)2+(322_333,333)2+(31.1 _333,333)2+(3|n_333,33)2+(3.1.1_333,333)2+(3|n_333,333)2 19 818
. . o — = NS

5: 344 times A 333,333 333,333 333,333 333,333 333,333 333,333 '

6: 316/iMES 5 degrees of freedom = (k — 1).

If we set the tolerated error at 5% from the chi-square distribution tables with 5 degrees of freedom, we must reject
the null hypothesis with test statistic values greater than 11.07.

Our test statistic is equal to 12.616 therefore we must reject the hypothesis that the die is balanced.
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Probability
t distribution of Exponential distribution or Laplace

Thet distribution of Exponential distribution or Laplaceis a continuous

probability distribution that governs the ratio between two random variables, the
first one with normal distribution and the second whose square has a chi-square
distribution.

It is used in the homonymous t-tests by Exponential distribution ¢

0.40
0.35} v=1
0.30}
0.25}

X 0.20}

0.15}

0.10}

0.05} _

0.00==

A

William Sealy Gosset
(Canterbury, June 13, 1876 — Beaconsfield, October 16, 1937)

b
-

—V=+x
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Probability
DistributionDistribution of

The, on only two values: 0 and 1, also known as Distribution of is a
continuous probability distribution that regulates the ratio between two random

variables which follow two distributions Ztvdevtac 1—-8iotpifuTtiov?.

It is used in the homonymous F-tests by Fischer or Z-tests by Snedecor.

— di=1, d2=1
|| — d1-2, d2-1
—— d1=5, d2=2
d1=100, d2=1
WS d1=100, d2=100

%k

20
1

1

00 02 04 06 08 10
1 1 1

agaag

LLLALE

28

SSRRR

Q Qi [}

l\)wr\)—‘—‘

L3

-0

1.0 15

\\

0.5

0.0

Ronald Aylmer Fisher
(London, February 17, 1890 — Adelaide, July 29, 1962)
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Probability
Laplace Distribution (exponential)

Theexponential distribution(or Laplace) is a continuous probability
distribution that describes the "lifetime" of a phenomenon/system that
does not age(that is, it is memoryless).

MANTRES BE umsu&mmmm
S ke vt Mbweain 41 Ot reaces
b .. event 34 Merios SOLOVIXK

Pierre-Simon Laplace, Marquis de Laplace
(Beaumont-en-Auge, March 23, 1749 - Paris, March 5, 1827)

PO
 Prows-Sivox LAPLACE

?

B~ "
§§gﬁt&m&m@
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Probability

Laplace Distribution (exponential)

An example is the lifetimeof a radioactive particle before decaying, or the duration of a
service request(arrival of a customer in line, arrival of a phone call).
Thus it is related to the waiting time for the first success, in random phenomena with

geometric distribution.
It is realized when the continuous random variable x is characterized by the following

probability density:

D(x) =witke>0 X25)

and the expected value and variance are given by the following

exXpressions. ol ' ' N E— '
|:3 L\ A=10 09
I 12 b Al 08
- b T
—— i
09 F 06
08 b 05
07 F o
06 F
05 ko 03
0AF N 1 02 A A=05 — -
2 1 03} BN 1 g A=10
_ 2 7 02 b S } 0.1 A=15 - 4
G 2 01 F S, o ] P " .
0 s ———— e 0 1 2 3 4 5
0 | 2 3 4 5
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Probability
Laplace Distribution (exponential)

Variazione della forma di pdf al variare di 4

0.04 T
0.035 —A =0.01|]
oo 3. = 0.02 Variazione della forma della cdf al variare di 4
0.025 —A=0.04 | |
|
R e e R L e e T B e b
0.015 N i St ey -IL —————————— A
0.01 e S ; ;
e ) | ____I____I L
0.005 [ —— e e : i
=+ = —
1T | .
% 20 100 T _:_ 1—A=0.01
e __I_]—A=0.02
|
I |—A=0.04
5IIIJD EIIIJD TOO

fi=2-¢" — £(0)= 1

Variazione della forma della funzione tasso di guasto h(t) al variare di 4 For:

-t=1/A=1/0,01 =100

T T A Lll_0630 -t=12=1002=50

B R A =weryn LA YT t=1/h=1/0,04=25
T e

GQ 1(‘)0 2(‘)0 31‘]0 t 4(IJD 5(‘)D 5(‘)0 700 1/%: average d u ratlon

GeMan — Lorenzo Fedele




Probability
Laplace Distribution (exponential)

Example 1:
La wita di una tipologia di lampadina & descritta da una esponenziale negativa
con parametro 4 = 9.5-10* hl. Si chiede di calcolare: flHy=A- o Mt F(t)= 1—g ™
1. La probabilita di rottura tra 0 e 500 ore k”’/”/
2. La probabilita di rottura tra 500 e 1000 ore _
3. La probabilita di rottura tra 1000 e 1500 ore 0 3.500E.04 o
4. La prﬂbﬁl?ﬂl,ta dl rﬂm tra 1500 e 2000 ore 500 5.908E-04 0.378115 0.378115 7 37.8%
5. L'affidabilita condizionata tra 1000 e 1500 ore .
6. La probabilita che una lampadina duri meno di 800 ore 1000 | 3.674E-04 | 0.613239 | 0.235144 > 235%
7. La probabilita che una lampadma viva per pia di 1600 ore 1500 | 2.2856-04 | 0755492 | oag6233 > 146 %
8. Il percentile 10% e 90% 2000 | 1.421E04 | 0.850431 | 0.09034 > 09.1%

5. L’affidabilita condizionata tra 1000 & 1500 ore

> —F(15
R(1000.500) = X4= 00) _ 1-F(1500)

R(1000) 1-F(1000)
6. La probabilita che una lampadma durt meno di 800 ore

F(800)=1—-e " =1-¢"% =532%

=62.2%

7. La probabilita che una lampadma viva per pi di 1600 ore
F(1600)=1—¢ """ =1—¢7"? =78.1%

|

R(1600)=1-0.781=21.9%
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Probability

Laplace Distribution (exponential)

Percentile: the valuehthat divides a given set ofndata, meaning values assumed to be ordered
non-decreasingly, so that the number of values less thannconstitutes a given percentage
ofhFor example, the first, the second etc., percentile is the valuen.

h, ... such that 1%, 2%, ... of the data is less than,,, ... such that 1%, 2%, ... of the data is less
than,The twenty-fifth, fiftieth, seventy-fifth percentile are called the first, second, and third
quartile, respectively., ... such that 1%, 2%, ... of the data is less than,,, ... such that 1%, 2%,
... of the data is less than,, ...

The comparison between the various percentiles provides a criterion to measure the shape of
the considered distribution. 8. Il percentile 10% e 90%

t

I

F(t)=p=1-e "

!

—At, =In(1-p) o
"\ \ Per cui s1 ha:
| e L m : —> l
0 00 {150 200 250 300 350 40§ 450 500 550 ¢ =_h1{1—p) Lo __hl{l_ﬂ'ljzlllh
P A - 0.00095
~ Ind-09) _
Leth Letgo Logn, =— 0.00095 =2424h
% %
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Probability
Laplace Distribution (exponential)

Example 2:
the duration in years of a cell phone battery.XSuppose that

follows an exponential distribution with an average duration of 4 years.Xa) Determine
the probability that a 2-year lifespan battery lasts, in total, more than 4 years.

b) When a battery fails, it is replaced by a new one of the same type, which works
independently of the previous one.

Calculate the probability that using 2 batteries the total duration is greater than 6
years. Calculate the mean and standard deviation of the total duration.

A factory has two different production lines that produce elements outwardly
indistinguishable but of different quality.
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Probability

a) 3 énna vanahile alearora di leppe esponenziale di parametro 8 =1/4=025
Dievo determinare
1
F o -
PiX>4X>2) Plx-4) 1TIE A e e e

PiX »4|X »2i= = =— = - 3 3
{ } P{}.'r:-z} P{_Y = 2} 1—ge~*dx 1+e™ l, & 1 e’
o

= 0.607

b) 5ia ¥ =X, + X, lavanabie casnale durata complessiva, con X, X, indipendenti di legge
esponenziale di parametro &=1/4

T & nna vagabile casnale di legpe gamma di parametd @ =2, #=1/4.

BE a-l - 1 +

—X &8 =———X¢€ erl<x <o
oy (x)=1T(a) 16I12) P

0 altrove
PF=6l=1-PF<6}=1-8"] x e “dr=1-8"|——xe " | +|—e "dx|=

o & o of
; L |E
=1-8° —Ee?'”+ - 1.__ e =1—Hz|:—£€'”— 1? e'ﬁe—i{|=1—ﬂﬁﬂ+lk‘_”—l=
8 S . 8 PE a

=(66+1)e™™ =25¢7 =558
(Si ricordi che la funzione T{g) &wleche Ma)=(a-1a—1) per & > 1. Inolire per valor di &
interi (@ =n) siha T{n)=(n-1)1
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Probability
Laplace Distribution (exponential)

Example 3:
The pieces produced by line A account for 70% of the total and have a lifespan
distributed according to an exponential law with parameter A.

The pieces produced by line B account for the remaining 30% and have a lifespan
distributed according to an exponential law with parameter p > A

a) A piece is chosen at random, and we denote its lifespan as T. What is the
probability that

T <b) Calculate the expected value of T.Let ?

IS a continuous probability distribution defined over positive real numbers and
described by
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Probability
Laplace Distribution (exponential)

2)

Siano X, X, 1tempi divita del pezzi provenienti dalla linea A e dalla linea B nspettivamente.
X, ~Esp(i)y, X ~Esplu)
PIX,<t}=F, (H=1-&""

PiX, £I}=FII (=1-&"
PiT <t}=PiT <t| AJP{A}+ P{T <t| BIP{B}= P{X, <t|P{d}+ P{X, <t|P{B}=
=[1-e™PT7+1-e™P3=07403-07e* 03 =1-—07e™* — 0367~
per t 2 0.
b)
Bisogna determinare la densiti di T. Al punto a) abbiame calcolato la funzione di dpartizions.
Deovando 51 othene la densita:
o (f)= [0.74¢™ +0.3u™ per 0 <<
lEl altrove

E(T)= _?E';!?? (t)dt = TJ"{‘I}._.",-{&?_"" +03™ ]H:r = ﬁ.;ﬁ
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Probability
S, that is the random variable
The, on only two values: 0 and 1, also known as , that is the random variable

two parametersscale parameter or characteristic life, () and (Ashape
parameter, KErnst Hjalmar Waloddi Weibull).

The distribution provides aninterpolation between the
exponential distribution (for k = 1), the , on only two values: 0
and 1, also known as Rayleigh (for k = 2) and the normal
distribution (for k = 3).

It is used to describe systems with a variable failure rate
over time, as an extension of the exponential distribution
which assumes constant failure rates over time.

Ernst Hjalmar Waloddi Weibull

n (Vittskovle, June 18,' 1887 - Annecy, Octpb_er 12, 1979)
Iln: Iln: _ 1 _{ &I :I lll: was a Swedish engineer and statistician
fl::I} — IEI £ ‘A X €3e0
- k€3e0
_(zyk A €3e0
Flz)=1-—¢eW
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Probability

S, that is the random variable

The distribution provides aninterpolation between the exponential distribution (for k = 1), the
, on only two values: 0 and 1, also known as Rayleigh (for k = 2) and the normal

distribution (for k = 3).

A = constant. =

Characteristic constant life = Constant component?

2.5

=
— A=LlLk=0D05 -
— Aml km]
— A=LlLk=15 =
A=1Lk=5 -
=] -
o | ] -
=] - _'-'__'_'_‘_'_'___,_,_,—l
_o—"'-'_'-‘-'_
[yl
- -
=
e
- =+
=
o
o o~
o
— A=Lk=035
':"_-;_,_‘_‘__‘_ f h=1k=1
—_— e { A=1k=15
— - !
g T T T T = // A=1lk=5
= T T
0.0 0.3 1.0 15 2.0 2.5
0.0 0.5 20
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Probability

S, that is the random variable
Variazione della forma di pdf e cdfal variare dif (a = 100 s cost)

PDF CDF
0.016, 1
| PN | | —
ootal —— L/ w a4y B=1
| / I | | I_B =2 0.8
0012 —— -+ —fF—+ 5 —— 4 ——— o —— —
001 (I Ly [ [ —p=4
: ___TT'__T_"-,__T___—I____I____ 06
() 5 00s I I U DS DR IR F(t)
) L | |
0.006 T e e 04
y - 4 | | |
0004 —/— —/r = =g - T I-T- T T T 0.2
0002/~ —f - ———+— - H}iﬁ»:_—::r— - - —: - ==
N e T
/ b — ]
% 150 20 250 300 %
t

S & detto parametro di forma
Da notare che F(«) =63.2%

The distribution of , that is the random variable is also characterized by the

So_ﬁ%leerg igga"slyestgrfrl:%g;[ﬁposed of n identical components in series, whose reliability is described by a

, that is the random variable with parameters a and 3
then
the reliability of the entire system is a , that is the random variable , still described by a , that is the random
variable . with o =a/n'B
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Probability
S, that is the random variable

Example 1.
Consider car suspension springs, whose fatigue life is described by a , that is the random
variable law with a = 300,000 cycles and 3 = 2. S A s
Calculate: &
1. The 10%, 50%, and 90% percentiles; N Lo’

2. The percentage of pieces that break before 100,000 cycles;
3. The failure rate at 200,000 and 300,000 cycles; 7 )b
4. If a car had these same springs mounted on both axles, at what number of cycles
would the failure probability of 10% for the overall system correspond?

F()=1—expl — ﬁ)ﬁ
A \ \ t, =a[-In(l-p)[*F { }
' . — —> l

. =300000 -[-In(1—0.1)]”* =97378
. =300000-[-1In(1-0.5)]* = 249766
. = 300000 -[-In(1-0.9)["* = 455228
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Probability
S, that is the random variable

Example 1:

Consider car suspension springs, whose fatigue life is described by a , that is the random
variable law with a = 300,000 cycles and 3 = 2.

Calculate:

1. The 10%, 50%, and 90% percentiles;

2. The percentage of pieces that break before 100,000 cycles;

3. The failure rate at 200,000 and 300,000 cycles;

4. If a car had these same springs mounted on both axles, at what number of cycles
would the failure probability of 10% for the overall system correspond?

Y
F(r):]—expl:— —) :]
o

100000\
F(100000) =1—exp| — —0.1052=10.52%
300000,
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Probability

S, that is the random variable
Example 1:

Consider car suspension springs, whose fatigue life is described by a Weibull law with a =
300,000 cycles and B = 2.

Calculate:

1. The 10%, 50%, and 90% percentiles;

2. The percentage of pieces that break before 100,000 cycles;

3. The failure rate at 200,000 and 300,000 cycles;

4. If a car had these same springs mounted on both axles, at what number of cycles
would the failure probability of 10% for the overall system correspond?

- per < 1. il tasso di guasto & decrescente
- per 5= 1. il tasso di guasto & costante
- per f> 1, il tasso di guasto & crescente

SO f@ ﬁrﬁ-_l
R(t) 1-F(@) &*f

v

h(t)

h(200000) = - -200000" =4.44E-06 guasti/ciclo
2
¢ 2
H(300000) =~ ’00000] =——=666E-06 guasti/ciclo e S S Y N )
3000001 300000/ 300000 Oz 3 4 5 8§ T 8
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Probability
S, that is the random variable

Consider car suspension springs, whose fatigue life is described by a Weibull law with a =
300,000 cycles and 3 = 2.

Calculate:

1. The 10%, 50%, and 90% percentiles;

2. The percentage of pieces that break before 100,000 cycles;

3. The failure rate at 200,000 and 300,000 cycles;

4. If a car had these same springs (4) mounted on both axles, at what number of cycles
would the failure probability of 10% for the overall system correspond?

Considerando inservibile 1l sistema quando I varl componenti possono essere
uno solo de1 suoi componenti va fuori uso ricondotti ad un unico sistema in serie

.o _300000_ 300000

tot 1 1 -
”,ﬁ ﬁ

45

=150000 cich

w

.. =150000- [~ In(1-0.1)]"* = 48689 cicli
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