
An important aim in biology is to understand the pro-
cess by which a single fertilized egg develops into a 
complex multicellular organism comprising hundreds 
of different cell types with distinct phenotypic and 
functional characteristics. In principle, we know that 
this is achieved by appropriately switching on and off 
different subsets of genes during development and dif-
ferentiation to establish the complex networks of gene 
expression that characterize each cell type. This process 
is encoded in our inherited DNA, which is decoded by 
proteins that recognize and bind specific sequences in 
the genome to regulate gene expression. Subsequent 
epigenetic changes facilitate or inhibit gene activity and, 
importantly, provide a memory of previous patterns of 
gene expression associated with cell fate decisions; such 
modifications play an important role in maintaining 
cell identity1.

Over the past 50 years it has emerged that, broadly 
speaking, there are three fundamental genomic DNA 
elements controlling gene expression: promoters, 
enhancers and boundary elements (Fig. 1). Promoters are 
typically located near the transcription start sites (TSSs) 
of structural genes. Enhancers and boundary elements 
may lie within genes, but are more frequently distrib-
uted at various distances (1–1,000 kb) flanking the genes 
in non- coding DNA. Silencers, as opposed to silenced 
regulatory elements, may represent an additional funda-
mental element, but at present these are relatively poorly 
characterized2,3. The genes and their regulatory elements 
occupy only about 5–15% of the human genome4,5; the 
role (if any) of other non- coding sequences is cur-
rently unknown. The entire ~6.5 Gb of DNA in a dip-
loid human genome (the equivalent of 2 m of DNA) 
must be compacted and folded into each cell nucleus. 
This remarkable degree of packaging is achieved via 
the incorporation of DNA into chromatin, successive 
higher- order structures and ultimately chromosomes.

In the past decade, our understanding of both the 
structural organization of the genome and gene regu-
latory mechanisms has progressed tremendously6–9. 
The development of various innovative approaches 
to map genome architecture10,11 (Box 1), together with 
decreasing sequencing costs, has given insight into the 
nuclear structure of the genome across a wide range of 
cell populations. Integration of polymer physics and 
perturbations of proteins with key roles in regulating 
genome architecture have increased our understand-
ing of the principles underlying the nuclear organiza-
tion of the genome12. Furthermore, the application of 
high- throughput genome editing and the expanded 
documentation of naturally occurring mutations affect-
ing the sequences and order of regulatory elements have 
clarified their roles in regulating gene expression13.

It has become clear that chromatin exists in a dynamic 
state and that higher- order chromatin structures differ 
with local gene activity and epigenetic chromatin mod-
ifications. However, an important unanswered question 
concerns the relationship between the higher- order 
structure of the genome and the regulation of gene 
expression. Are chromatin structures encoded inde-
pendently and do they play an instructive role to regu-
late or facilitate gene expression, or are these structures 
an emergent property of the dynamic nuclear processes 
played out on the regulatory elements of the genome?  
If the former is correct, we need to discover the rules that 
govern the independent formation of nuclear structure; 
if the latter is correct, we need to concentrate on the reg-
ulatory elements and processes from which chromatin 
architecture emerges to improve our understanding of 
how the genetic code is deciphered and functions in the 
3D nucleus.

To explore this question, we first give an over-
view of the fundamental regulatory elements and the 
organizational principles of mammalian genomes.  

Epigenetic
Pertains to changes in 
chromatin that register, signal 
or perpetuate altered activity 
states without changing the 
primary DNA sequence.

Chromatin
The complex of DNA and 
proteins that makes up 
chromosomes; chromatin 
consists of nucleosomes 
formed of ~150 bp of DNA 
wrapped around a histone 
octamer, which can be further 
packaged into higher- order 
structures.
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We then discuss how the regulatory elements function 
within their 3D genomic context, and to what extent 
this reflects or determines genome structure (Box 2). 
Our discussion is focused mainly on euchromatin and 
facultative heterochromatin; the structure and func-
tion of constitutive heterochromatin have been reviewed 
elsewhere14. Although it is clear that the 3D organization 
of promoters, enhancers and boundary elements is crit-
ical for their function, accumulating evidence suggests 
that this structural context is ultimately determined by 
the elements themselves, their binding factors and epi-
genetic modifications. We thus conclude that genome 
structure is encoded by the sequence, linear order 
and activity of the regulatory elements and that many 
higher- order chromatin and nuclear structures are a 
reflection of their activity.

The regulatory elements of the genome
Active regulatory elements are located within short, 
nucleosome- free regions of the genome, consistent 
with these elements being recognized by proteins that 
bind DNA in a sequence- specific manner. In other 
words, the regulatory elements are the non- coding 
regions of the genome that are read and deciphered 

during development and differentiation. Importantly, 
these DNA elements are often relatively conserved in 
sequence and position throughout evolution, demon-
strating their functional importance15. Although each 
class of regulatory elements is defined by its function 
in the regulation of gene expression, within each group 
there exists a wide range of elements, and there seems to 
be overlap between the groups in their functional roles16. 
The classes of regulatory elements could therefore be 
considered as a spectrum rather than as strict categories.

Promoters. In mammals, a core promoter (Fig. 1; TABle 1) 
is defined as the minimal region of contiguous DNA 
sequence that is sufficient to accurately initiate basal 
gene expression. It includes the TSS and can extend for 
~35–40 bp upstream and/or downstream of the TSS17,18. 
This small segment of DNA serves as a platform for 
recruiting the pre- initiation complex19,20. The core pro-
moter integrates the stimulatory and repressive signals 
involved in regulating the recruitment of, and initiation 
of transcription by, RNA polymerase II. Promoters are 
often transcribed in both directions, although elonga-
tion usually occurs in only one direction to transcribe 
the associated gene. Transcripts travelling in the oppo-
site direction are usually short, unstable and rapidly 
degraded by the exosome21–23.

Despite their common purpose, the individual 
sequence motifs and binding sites associated with core 
promoters are quite diverse. The first core promoter 
sequence identified was the TATA box; other frequently 
recurring core promoter sequences have been discovered 
since, including the initiator element (Inr), the down-
stream promoter element, the downstream core element 
and the upstream and downstream TFIIB recognition 
elements18,24. The most common core promoter elements 
are simple GC- rich regions of DNA, which lie within 
Cpg islands25. Different combinations of sequences 
within individual core promoters may in turn recruit dif-
ferent versions of the pre- initiation complex and its asso-
ciated factors, some of which are expressed in specific 
cell types and developmental stages24. The heterogeneity 
of promoters is further extended by a variety of promoter 
proximal elements, typically located 40–250 bp upstream 
of the TSS and located within the same nucleosome- free 
region26,27. These compound elements may bind ubiqui-
tous and/or tissue- specific transcription factors to mod-
ulate the activity and strength of promoters in different 
cellular contexts28.

Enhancers. Individual enhancers (Fig. 1; TABle 1) are short 
regions of DNA that activate transcription of the gene 
they regulate, independently of their position, distance or 
orientation relative to their target promoter29. Enhancers 
often contain multiple binding sites for tissue- specific 
and developmental stage- specific transcription factors. 
In outline, it is thought that enhancers are required to 
integrate the signalling and transcriptional programmes 
that occur throughout differentiation and development, 
and to communicate this information to the promoters 
of the genes they control30,31. Although some enhanc-
ers may lie within or close to their target genes, others 
are located far (1–1,000- kb) upstream or downstream. 

Cohesin

H3K4me3

H3K27ac

PIC
TF

Mediator
complex

Promoter

H3K4me1

H3K27ac

PIC

TF
TF

TF

Mediator
complex

Enhancer

Boundary element

CTCF

Pol II

Pol II

Pol II

Pol II

Fig. 1 | The regulatory elements of the genome. Overview of the three fundamental 
classes of regulatory elements in the genome: promoters, enhancers and boundary 
elements. The elements are indicated with a grey bar, and their bound factors and 
chromatin modifications when in an active state are shown. The transcription factors 
(TFs) in dark green represent ubiquitous TFs, whereas the TFs in light green represent 
tissue- specific and developmental stage- specific TFs. CTCF, CCCTC- binding factor; 
H3K4me1, histone H3 monomethylated at Lys4; H3K4me3, histone H3 trimethylated  
at Lys4; H3K27ac, histone H3 acetylated at Lys27; PIC, pre- initiation complex;  
Pol II, RNA polymerase II.

Euchromatin
A relatively loosely packaged 
form of chromatin that is 
enriched in genes that are 
actively transcribed or  
poised for transcription.

Facultative heterochromatin
Regions of chromatin that  
are densely packaged and 
transcriptionally silent but  
may lose their condensed  
state and become 
transcriptionally active.

Constitutive 
heterochromatin
Regions of permanently 
densely packaged and 
transcriptionally silent 
chromatin that are found  
at specific, highly repetitive 
regions of the genome, such as 
telomeres and centromeres.
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The strength of individual enhancers may be related  
to the number and type of transcription factor- binding 
sites that they contain32,33. Bound transcription factors 
can in turn recruit co- activator proteins, including  
the mediator complex, which act on various stages of the 

transcription cycle to regulate gene expression34,35. Like 
promoters, enhancers also recruit RNA polymerase II 
and are transcribed in both directions, producing small, 
unstable enhancer RNAs that are rapidly degraded36.

Enhancers vastly outnumber protein- coding genes in 
mammalian genomes5,37. It thus follows that many genes 
are controlled by more than one enhancer. Genes with 
specific expression patterns in multiple tissues and/or 
developmental stages are usually regulated by several 
distinct enhancers, which respond to transcription fac-
tors specifically expressed in the respective tissues or 
developmental stages30,31,38,39. Additionally, some genes 
are regulated by clusters of enhancers with similar 
spatio- temporal activity. Because enhancers within such 
clusters are often redundant, it has been suggested that 
the presence of multiple enhancers with similar activi-
ties confers robustness to loss- of- function mutations in 
individual enhancers40–42. It has also been proposed that 
clusters of enhancers can function as superenhancers 
with a distinct role in driving high levels of expression of 
critical genes that define cell identity43. Superenhancers 
have been proposed to have emergent properties result-
ing from synergistic cooperation between the individ-
ual elements of which they are composed43. Although 
it has been shown that individual enhancer elements 
in such clusters interact in higher- order structures44–46, 
the nature of any functional cooperation between these 
elements is not yet clear. Functional studies in which 
components of superenhancers have been deleted have 
suggested that their strong effects may be explained 
simply by the additive effects of their individual 
components32,40,47. Further work is required, therefore, 
to clarify whether superenhancers are a distinct class of 
regulatory elements, or more simply clusters of several 
strong conventional enhancers48.

Overlap between enhancers and promoters. Although 
enhancers and promoters are classified as distinct 
entities, there is ongoing discussion about the overlap 
in their structure and function16,49–51 (Fig. 1; TABle 1). 
When active, both are small, nucleosome- free DNA 
elements that recruit large protein complexes, includ-
ing transcription factors, the mediator complex and 
the pre- initiation complex, and both are bidirection-
ally transcribed. Additionally, active enhancers and 
promoters are marked by similar chromatin modifica-
tions. The main differences are that enhancers can act 
over large distances and tend to recruit tissue- specific 
factors, whereas promoters are usually located directly 
upstream of the TSS and more frequently recruit ubiq-
uitously expressed factors. Furthermore, transcription 
from promoters proceeds to efficient unidirectional 
elongation associated with specific phosphorylation 
of RNA polymerase II, and high levels of trimethyl-
ation of histone H3 at Lys4 and Lys36. By contrast, 
enhancers direct relatively low levels of transcription, 
producing rapidly degraded enhancer RNAs, and are 
usually marked by lower levels of chromatin meth-
ylation, predominantly monomethylation of histone 
H3 at Lys4. These differences may, to some extent, 
reflect the genomic context in which the elements are 
located, including surrounding splicing and poly(A) 

Box 1 | Approaches to study genome organization

higher- order chromatin structures can be analysed by microscopy or assays based on 
proximity ligation143, which are usually referred to as ‘chromosome conformation capture 
(3c) techniques’206.

The 3c methods are based on crosslinking of cells, followed by digestion of the 
chromatin (usually with restriction enzymes) and in situ ligation of chromatin fragments 
that are in close proximity in the nucleus. Quantification of the newly formed ligation 
junctions provides an estimate for the contact (interaction) frequency between genomic 
loci. The original 3c assay uses Pcr to identify the contact frequency between two loci  
of interest in a ‘one versus one’ manner206. Subsequently, ‘one versus all’ methods, 
including 4c202,203 and capture- c204,205, were developed. These methods are able to 
sequence all interactions with a viewpoint (bait) of interest, which are usually displayed  
in an interaction profile (see the figure). The development of hi- c81 allowed ‘all versus all’ 
investigation of chromatin interactions across the entire genome. These interactions are 
displayed in a contact matrix, in which the contact frequency between loci is indicated 
by the colour intensity at the intersection between these loci in the matrix. Because 
identifying interactions genome- wide requires very deep sequencing, a variety of 
methods to enrich the hi- c library for interactions of interest have been developed, 
which produce data at higher resolution relative to sequencing depth (reviewed in10,11,207). 
concern about potential bias in 3c approaches, in particular related to crosslinking  
or ligation, has led to the development of approaches without crosslinking (i3c208), 
without ligation (GaM191 and SPrITe197) and without both crosslinking and ligation 
(Damc209). Importantly, these methods have generally shown good agreement with the 
conventional 3c approaches.

approaches based on microscopy have the advantage that they generate data at a 
single cell rather than a population level and that they allow direct measurement of 
distances between genomic loci rather than the probability of crosslinking and ligation. 
approaches based on imaging generally produce data at lower throughput and 
resolution compared with the 3c methods, although both throughput and resolution 
have increased substantially in the past few years181,210,211. Microscopy- based methods 
have different sources of potential bias, including a DNa denaturation step, but generally 
show good agreement with the 3c approaches112,170,210.
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Pre- initiation complex
A large complex of proteins, 
including RNA polymerase ii 
and its associated general 
transcription factors, which is 
necessary for the transcription 
of protein- coding genes.
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signals52. It has been shown that some enhancers pro-
duce long non- coding RNAs in non- coding regions 
of the genome, but when located within the body of 
a gene and surrounded by appropriate processing 
signals act as bone fide alternative gene promoters53. 
Similarly, it has been shown that some elements can 
act both as promoters for one gene and distal enhanc-
ers for another gene54. Overall, while we acknowledge 
the overlap between enhancers and promoters, we 
believe that the current distinction remains useful in 
describing the syntax of the genome.

Boundary elements. Boundary elements were first 
identified in Drosophila melanogaster (in which they 
are referred to as ‘insulators’) as genomic regions with 
the ability to regulate gene expression, either by prevent-
ing encroachment of heterochromatin into euchroma-
tin and vice versa or by blocking interactions between 
enhancers and promoters55,56. In mammals, boundary 
elements frequently bind the zinc- finger CCCTC- 
binding factor (CTCF), often in association with the 
cohesin complex57,58 (Fig. 1; TABle 1). With the genera-
tion of the first high- resolution genome- wide maps of 
the 3D structure of mammalian genomes, it became 
apparent that the boundaries of structural chromatin 
domains are strongly enriched with CTCF- binding 
sites59, mostly arranged in a convergent orientation60. 
Thus, the term ‘boundary element’ now usually refers 
to elements that have a structural role in demarcating the 
borders of chromatin domains. In mammalian genomes 
only a subset of correctly orientated CTCF- binding sites 
act as structural boundaries in vivo61. Moreover, not all 
structural CTCF- binding boundary elements have a 
functional role in regulating genome activity62,63. At pres-
ent it is not known what distinguishes CTCF- binding 
sites that do or do not act as structural or functional 
boundaries, but their genomic context, interacting and 
competing proteins64 and interactions with RNA65,66 may 
all play a part.

The boundaries of structural chromatin domains 
are also enriched with promoters of actively transcribed 
genes59,67–70, suggesting that promoters might also have a 
boundary function. In addition, it has been shown that 
when an active promoter is located between an enhancer 
and another, more distal, promoter, the presence of the 
active proximal promoter can reduce the activity of 
the distal gene. In some cases, it has been proposed 
that this effect is the result of competition between an 
enhancer and two or more promoters71–73. However, 
it has recently been shown by multiway chromosome 
conformation capture (3C) experiments and live imag-
ing that the access of promoters to a shared enhancer is 
not necessarily exclusive74,75. It is therefore also possible 
that, in some cases, a proposed competition effect might 
be explained by the boundary function of active gene 
promoters.

Working together, elements with a boundary func-
tion have a critical role in regulating the specificity of 
interactions between enhancers and promoters. As we 
describe in detail in the next sections, their function 
is closely associated with their role in organizing the  
3D architecture of the genome.

Box 2 | The relationship between genome structure and function

The following observations suggest that higher- order chromatin structures play an 
independent, primary role in regulating gene expression.

• Individual chromosomes are organized in discrete chromosomal territories76.

• Topologically associating domains (TaDs) are often established early in development 
and are relatively invariant between cell types168.

• Perturbing TaD structure leads to changes in gene expression96–105.

• Forcing physical proximity between an enhancer and a promoter can result in gene 
activation149,159,160.

• Some enhancer–promoter interactions seem to be established before activation of 
gene expression39,105,171–174.

• Some non- membrane- bound nuclear compartments may be preformed, fixed entities212.

The following observations suggest that the regulatory elements play a primary role in 
regulating gene expression and that higher- order chromatin structures are an emergent 
property.

• Balanced translocations are relatively common in phenotypically normal individuals77.

• rearrangements involving entire TaDs cause no or small changes in gene expression138.

• compartments and subTaDs differ between cell types168 and in individual cells95.

• changes in TaD structure and associated changes in gene expression result from the 
perturbation of functional boundary elements96–105.

• Depletion of cohesin and cccTc- binding factor (cTcF) cause radical changes in 
chromatin structure but relatively little change in gene expression62,117,119.

• In the native context of the genome, physical proximity between regulatory elements is 
dependent on the factors bound at these elements147,148.

• Some enhancer–promoter interactions are formed concomitant with upregulation of 
gene expression142,174,176–179.

• Many non- membrane- bound nuclear compartments are dynamic, ephemeral 
structures193.

• TaDs can be predicted on the basis of chromatin modifications, transcription factor (TF) 
binding and gene expression200,201.
From the observations taken together, there is strong evidence for the view that 

higher- order chromatin structures are encoded by the regulatory elements of the 
genome and emerge as a reflection of their activity. We propose the following model  
(see the figure) for the relationship between genome structure and function. The activity 
of the regulatory elements of the genome is related to the TF programme and the 
epigenetic programme in the cell nucleus. Together, the sequence, order and activity  
of these regulatory elements instruct the processes underlying higher- order chromatin 
structures. cTcF- binding boundary elements demarcate the boundaries of cohesin-  
mediated loop extrusion and thereby control the positions of TaD borders; active  
gene promoters might act in a similar way. Within TaDs, the process of loop extrusion 
brings enhancers and promoters into close physical proximity; this may facilitate  
specific enhancer–promoter interactions, which are stabilized by affinity between  
their bound TFs and cofactors. Dependent on their chromatin state, regions of 
euchromatin and heterochromatin form spatially separated compartments via a  
process of phase separation.
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The organization of the genome
It has been known for a long time that chromatin is not 
randomly distributed within the nucleus. More than a 
century ago, it was proposed that interphase chromo-
somes are organized in distinct territories in which they 
more frequently interact with themselves than with 
other chromosomes76. Although the organization of the 
genome into chromosome territories seems to be an 
independent mode of genome organization, which is 
not determined by the regulatory elements, it does not 
seem to be instructive for the regulation of the genome. 
Balanced translocations, which transfer large segments 
spanning several megabases from one chromosome 
to another, are relatively common and are usually not 
associated with any abnormal phenotype, unless the 
translocation leads to the gain, loss or rearrangement 
of regulatory elements surrounding the breakpoints77,78.

Over the past two decades, developments in 3C and  
imaging techniques have provided a more detailed  
and nuanced understanding of the nuclear organization 
of chromosomes8,12 (Box 1). It is now known that during 
development the interphase genome becomes organ-
ized into two distinct classes of domains: compartments 
and topologically associating domains (TADs). It was 
initially thought that these domains reflect a hierar-
chical organization, in which compartments spanning 
several megabases are composed of multiple smaller 
TADs79,80. However, in the past few years it has been 
shown that compartments span a wide range of sizes and 
can be much smaller than initially thought. Moreover, 

accumulating evidence indicates that TADs and com-
partments are formed by distinct mechanisms. Rather 
than a hierarchical organization, these structures there-
fore reflect (at least) two distinct organizing principles 
that shape the interphase genome (Fig. 2).

Compartmentalization of the genome. Compartments 
were identified in the first Hi- C contact matrices as a 
‘chequerboard’ or ‘plaid’ pattern spanning entire chro-
mosomes and are formally defined as the first principal 
component of Hi- C data81. These patterns reflect the 
spatial separation of euchromatin and heterochroma-
tin and distal interaction between chromatin regions 
bearing shared chromatin modifications (Fig. 3a). The 
active and inactive regions are referred to as A and  
B compartments, respectively. The B compartments are 
predominantly localized in the nuclear periphery and 
surrounding the nucleoli, while A compartments are in 
the interior of the nucleus and are sometimes associ-
ated with nuclear speckles82. More recent Hi- C analysis 
at higher resolution has revealed that A and B com-
partments can be further divided into at least six sub-
compartments comprising regions containing specific 
epigenetic chromatin marks and that compartments 
span a wide range of sizes, ranging from tens of kilobases 
to several megabases60,69.

It has been proposed that the organization of chromo-
somes into distinct compartments is closely connected 
to their polymeric nature. Chromosomes can be con-
sidered as polymers composed of alternating blocks of 
active and inactive chromatin, with each block recruiting 
distinct binding factors. Polymer physics predicts that 
chromosomes fold so that blocks of each type cluster 
together, while displaying few interactions with blocks of 
the other type83,84. The resulting compartmentalization 
of distinct types of chromatin is thought to be driven 
by phase separation. A more detailed discussion of the 
phase separation mechanisms underlying genome com-
partmentalization is beyond the scope of this Review but 
has been given elsewhere8,12,83–85.

Given the close link between compartmentaliza-
tion and the transcriptional state of regions of chro-
matin, the causal and functional relationships between 
genome organization and transcription have been widely 
discussed8,69,86,87. Considering the recent progress in our 
understanding of phase separation processes underlying 
compartmentalization, it is possible that it is not the act 
of transcription per se but the epigenetic state (active 
versus inactive) of a region of chromatin that determines 
its affinity with other regions of chromatin. It therefore 
seems that epigenetic activity instructs the pattern of 
compartmentalization in the nucleus.

Topologically associating domains. TADs were ini-
tially identified in 3C contact matrices as chromatin 
domains with increased self- interactivity59,88,89. TADs 
are defined by preferential interaction of the chromatin 
located within them and relative depletion of interactions 
between chromatin located in different domains. TADs 
appear in contact matrices as squares or triangles along 
the diagonal of the matrix, depending on how the matrix 
is visualized, and are usually between 200 and 1,000 kb in 

TATA box
Named after its conserved 
DNA sequence, the TATA box is 
a non- coding DNA sequence 
found in many eukaryotic core 
promoters that recruits the 
pre- initiation complex to 
initiate transcription.

CpG islands
Regions of the genome 
(~300–3,000 bp) that  
contain a large number  
of Cpg dinucleotides and are 
associated with ~40–70% of 
mammalian gene promoters.

Mediator complex
A large protein complex that 
acts as a key transcriptional 
co- activator by communicating 
signals from transcription 
factors to RNA polymerase ii  
to control its activity.

Nuclear speckles
Non- membrane- bound 
subdomains located in the 
interchromatin regions of  
the nucleus of mammalian  
cells that are enriched in 
splicing factors and other 
mRNA- processing proteins.

Table 1 | Characteristics of the regulatory elements of the genome

 Characteristic Promoter Enhancer Boundary element

Chromatin accessibility +++ +++ +

Distal activation + +++ –

Association with CTCF + + +++

Association with cohesin + + +++

Boundary effect + ?c +++

Chromatin modifications

 H3K4me1 + +++ ?a

 H3K4me2 + + ?a

 H3K4me3 +++ + ?a

 H3K27ac +++ +++ ?a

Associated transcription factors

 Ubiquitous +++ + +++

Tissue- specific + +++ ?b

Association with PIC +++ + –

Transcription

 Unidirectional +++ – –

 Bidirectional + + –

CTCF, CCCTC- binding factor; H3K4me1, histone H3 monomethylated at Lys4; H3K4me2, 
histone H3 dimethylated at Lys4; H3K4me3, histone H3 trimethylated at Lys4; H3K27ac, 
histone H3 acetylated at Lys27; PIC, pre- initiation complex.aAt the moment it is not clear 
whether there are specific chromatin modifications associated with boundary elements. 
bBoundary elements are frequently bound by the ubiquitous transcription factor CTCF. It is 
possible that other ubiquitous and tissue- specific factors are also involved in their function; 
this requires further exploration. cIt is not clear yet whether active enhancer elements could 
have a boundary effect.
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size59 (Fig. 2). A number of different algorithms have been 
developed to identify TADs in Hi- C data59,60,90. Systematic 
TAD calling is often challenging though, as results can 
differ depending on the algorithm used, the parameters 
chosen and the quality of the experimental data91–93. 
Some TADs have corner peaks and/or stripes, which can 
help in their identification. However, these structures are 
not always present, and again their detection may depend 
on the depth, resolution and quality of the experimental 
data. Because the defining feature of a TAD is simply its 
self- interactivity, it is not straightforward to differenti-
ate TADs from compartments. In combination with a 
lack of consistent nomenclature for the different types 
of chromatin domains, this has led to considerable con-
fusion in the field. However, recent efforts to harmonize 
definitions have brought more clarity12,94,95.

An important distinction between TADs and com-
partments is their long- range interaction patterns. As 
described earlier, compartments of the same type form 
distal interactions visible in contact matrices as an 
off- diagonal chequerboard pattern across and between 
entire chromosomes. By contrast, TADs are formed of 
local (less than 3 Mb) interactions along the diagonal  
of the contact matrix and do not form long- range con-
tacts with other TADs. Another difference between 
TADs and compartments is the nature of their bound-
aries. In contrast to compartments, TADs have distinct 
boundaries, which are often bound by CTCF59,60. CTCF 
has a non- palindromic binding motif. The CTCF motifs 
at the boundaries of TADs are usually in a convergent 
orientation and form relatively strong interactions, 
visible as corner peaks in contact matrices60 (Fig. 2). 
Numerous studies have shown that deletion or inver-
sion of CTCF- binding sites at TAD boundaries result in 
disruption of TAD structures, indicating the importance 
of CTCF for TAD formation96–105.

It was initially not clear how the relatively small 
CTCF proteins could provide insulation of much larger 
chromatin domains. On the basis of polymer simula-
tions, it was proposed that a mechanism of loop extru-
sion could explain this and other observed properties of 
TAD structures104,106. In this process, a loop- extruding 
factor associates with chromatin and translocates along 
the fibre in opposite directions, thereby creating a pro-
gressively larger loop, until the factor is stalled at bound-
ary elements, such as convergent CTCF- binding sites 
(Fig. 3b). Loop extrusion is a dynamic process, during 
which loops are constantly forming and falling apart 
in individual cells107. TADs should therefore not be 
considered as fixed structures in the nucleus. Indeed, 
single- cell Hi- C and chromatin tracing experiments 
coupled with super- resolution microscopy have shown 
that TAD structures vary from cell to cell108–112. However, 
averaged over millions of cells, dynamic extrusion in a 
region between TAD borders results in increased inter-
actions in this region, which emerge as a TAD in contact 
matrices.

On the basis of its ability to translocate along chro-
matin and its colocalization with CTCF at domain 
boundaries57,58,113–115, the multiprotein complex cohesin 
was suggested as a potential loop- extruding factor in the 
mammalian genome. In the past few years, a wealth of 

evidence has created strong support for a mechanism 
of loop extrusion dependent on cohesin and CTCF 
underlying TAD formation116. An important line of evi-
dence is provided by genetic manipulation of cohesin, 
cohesin- associated factors and CTCF. It has been shown 
that acute depletion of the cohesin subunit RAD21 (also 
known as SCC1) in HCT116 cells112,117 or HeLa cells118 
and deletion of the cohesin- associated factor NIPBL 
(also known as SCC2) in mouse hepatocytes119 leads to 
a loss of TADs and chromatin decompaction, as pre-
dicted by loss of loop extrusion. By contrast, deletion 
of the cohesin release factor WAPL in HAP1 cells leads 
to the formation of stronger and larger TADs120. Acute 
depletion of CTCF in mouse embryonic stem cells62 or 
HeLa cells118 causes a loss of TADs but has no impact on 
chromatin compaction, as expected, as CTCF demar-
cates the extrusion boundaries but is not involved in the 
process of extrusion itself. Recently, the crystal struc-
ture of cohesin subunits in complex with a CTCF pep-
tide has provided the molecular basis of the interaction 
between these factors. CTCF and WAPL bind the same 
cohesin pocket, which explains how CTCF can stabi-
lize cohesin at TAD boundaries by preventing cohesin 
release mediated by WAPL121. Another strong line of  
evidence for cohesin- mediated loop extrusion has been 
provided by experiments involving single- molecule imag-
ing and biochemical reconstitution122–124. These studies 
have demonstrated ATP- dependent loop extrusion  
by human cohesin–NIPBL complexes.

Following the discovery of TADs, analyses at higher 
resolution have revealed that TADs are often further 
organized into smaller domains. As these nested sub-
TADs usually have domain structures and CTCF bound-
aries similar to those of TADs, they are likely also formed 
by loop extrusion. However, in comparison with TADs, 
subTAD boundaries exhibit weaker insulation strength 
and are more often cell type specific60,94,125. At present it 
is unclear what underlies these structural differences or 
what their functional consequences may be.

The relationship between TADs and compartments. It 
thus seems that the organization of the genome into 
compartments and TADs is mediated by two distinct 
mechanisms: phase separation and loop extrusion, 
respectively. Additional evidence for the independence 
of these mechanisms is provided by analysis of chro-
matin structures during the transition from mitosis to 
interphase126–128. 3C experiments in synchronized mam-
malian cell cultures have revealed that TADs emerge 
relatively quickly, highlighting the dynamic nature  
of loop extrusion, while complete re- establishment of 
compartmentalization is a much slower process126,127. 
Moreover, genetic manipulation of loop- extruding fac-
tors suggests that the interplay between the two inde-
pendent mechanisms is antagonistic. The loss of TADs 
following from depletion of cohesin or NIPBL is asso-
ciated with an increase in compartmentalization117–119. 
Conversely, WAPL depletion results in stronger TADs 
and weaker compartments118,120. In addition, depletion 
of cohesin and Polycomb complexes in mouse embryonic 
stem cells has shown that loop extrusion by cohesin per-
turbs long- range interactions between regions repressed 

Phase separation
The process by which 
substances in a mixture 
become separated in two 
distinct phases, as occurs  
in a mixture of oil and water.

Polycomb
The Polycomb system involves 
various protein complexes, 
including Polycomb repressive 
complex 1 (PRC1) and PRC2, 
which act as transcriptional 
repressors with a key role  
in epigenetic silencing  
during differentiation  
and development.
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by Polycomb129. Together, these studies suggest that loop 
extrusion might be able to disrupt the intrinsic compart-
mentalization of the genome and pull chromatin regions 
into domains that are inconsistent with their chromatin 
state. Overall, it thus seems that the organization of the 
genome results from an interplay between compartmen-
talization and loop extrusion130. The architecture that 
emerges reflects coexisting compartments and TADs, 

which are not mutually exclusive and therefore result in 
complex overlapping and nested structures (Fig. 2).

Regulation in the 3D genome
Regulatory elements exert their function within the con-
text of the dynamic 3D structures into which the genome 
becomes organized. The relationship between these 
structures and genome function is a long- standing 
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Fig. 2 | The organization of the genome. a | The genome is organized into two types of 
domains: compartments (C) and topologically associating domains (TADs). These domains 
are identified in Hi- C contact matrices as regions with increased self- interactivity 
(triangles). Compartments and TADs reflect distinct mechanisms of genome organization 
and form complex, overlapping structures. Compartments reflect separation of active and  
inactive chromatin regions and long- range interactions between regions of the same 
type, visible as a chequerboard pattern. They can be distinguished as the domains whose 
borders overlap with this long- range chequerboard pattern. TADs are local domains 
resulting from loop extrusion, which can span multiple compartments (such as the left-  
hand and middle TADs) or can be contained within a compartment (such as the right- hand 
TAD). Their boundaries often overlap with convergent CCCTC- binding factor (CTCF)- 
binding sites (as identified by chromatin immunoprecipitation followed by sequencing), 
which can form relatively stable interactions and are sometimes visible as corner peaks 
(red spots). b | TADs can contain nested subTADs, which can be detected in deep, high- 
resolution chromosome conformation capture (3C) data. Within these domains, active 
regulatory elements (in open chromatin, as identified by assay for transposase- accessible 
chromatin using sequencing (ATAC- seq)) form specific interactions. Such interactions  
are difficult to identify in Hi- C data of moderate depth and resolution but can be 
detected in contact matrices generated from very deep Hi- C168, Micro- C67,68 or Tiled- C142 
data. They can also readily be identified in ‘one versus all’ interaction profiles from  
the viewpoint of a regulatory element, as generated by methods such as 4C202,203 and 
Capture- C204,205.

◀

question. The organization of the genome into compart-
ments seems to be a reflection of genome function, as it 
is driven by phase separation of chromosomal regions 
with distinct chromatin states. The structure–function 
relationship at the level of TADs and the enhancer– 
promoter interactions within them are less clear. In this 
section, we describe the mechanisms contributing to 
specific enhancer–promoter interactions and their rela-
tionship with genome function, and discuss observa-
tions addressing the potential instructive and reflective 
roles of genome structure in gene regulation (Box 2).

Facilitation and insulation of enhancer–promoter com-
munication by loop extrusion. It is generally thought 
that regulation of gene expression by enhancers requires 
close physical proximity between the enhancers and 
their target gene promoters6, although there may be 
exceptions131. Loop extrusion results in the formation of 
chromatin structures that are thought to play an impor-
tant part in the specific interaction and communica-
tion between enhancers and promoters in mammalian 
organisms. It has been shown that the ability of enhanc-
ers to upregulate gene expression is largely constrained 
to promoters located in the same TAD132. The insulation 
provided by TADs is relatively low, as the interaction fre-
quency measured by Hi- C between loci within the same 
TAD is only approximately twofold higher compared 
with that between loci in different TADs133,134. This rel-
atively low level of insulation could be explained by the 
fact that loop extrusion does not prevent the resulting 
domains from intermingling and interacting with each 
other. However, it is also possible that the true level of 
insulation is higher than measured by Hi- C due to tech-
nical limitations related to the resolution limit of Hi- C.  
Nonetheless, a moderate level of insulation within TADs 
could indicate that creating relatively insulated domains 
is not the only role of loop extrusion in mediating  
specific enhancer–promoter communication. The pro-
cess of extrusion itself could also facilitate interactions 
between regulatory elements by bringing them into 
direct molecular contact. This facilitating role of loop 

extrusion is especially evident for regulatory elements 
close to TAD boundaries, which often show increased 
interactions throughout the entire domain, visible as 
stripes in contact matrices135,136. Facilitation of contacts 
by loop extrusion occurs only within TADs, as extru-
sion is blocked by the boundary elements of the TADs, 
thereby creating insulation between regulatory elements 
in neighbouring domains.

The process of loop extrusion may therefore con-
tribute to both genome structure and genome function 
by facilitating and insulating communication between 
enhancers and promoters. However, the boundary 
elements of the genome ultimately dictate which reg-
ulatory interactions are formed, as they determine the 
regions where contacts are facilitated and insulated. 
Studies involving targeted perturbations of boundary 
elements combined with 3C experiments have provided 
ample evidence for the primary role of boundary ele-
ments in demarcating TAD structures and modifying 
the specificity of enhancer–promoter interactions96–105 
(Fig. 4). An example of the facilitating role of loop 
extrusion is provided by analyses of the sonic hedge-
hog gene (Shh) locus. Combined deletion of multiple 
CTCF- binding sites at the TAD boundary of the Shh 
locus results in weakened interactions between the 
Shh promoter and its distal ZRS enhancer and a ~50% 
decrease in Shh expression in mouse limb buds105. A 
study of the α- globin gene locus has provided an exam-
ple of the insulating role of TADs. Deletion of two 
CTCF- binding sites at the boundary of the α- globin 
gene subTAD causes ectopic interactions between 
the α- globin gene enhancers and upstream genes and 
upregulation of their expression by more than tenfold 
in mouse erythroid cells98.

However, not all perturbations of CTCF- bound ele-
ments result in large changes in gene expression. It is 
not completely clear why some CTCF boundaries have 
stronger functional roles in controlling gene activity than 
others. However, this could be at least partly explained 
by genomic context and potential redundancy. Studies 
of the Shh and α- globin gene loci have highlighted that 
functionally important TAD boundaries often comprise 
multiple CTCF- binding sites to create a robust border. 
At the α- globin gene locus, strong effects on the activity 
of the upstream genes were observed on deletion of both 
CTCF- binding sites of the boundary, whereas deletion 
of one of them caused only a modest increase in expres-
sion of the upstream genes98. Similarly, an independent 
study of the Shh locus showed that deletion of individ-
ual CTCF- binding sites of the TAD boundaries had very 
minor effects on the expression pattern of Shh137.

The importance of boundary elements and their 
relative position for mediating specific enhancer–pro-
moter communication has also been studied by the 
characterization of naturally occurring and engineered 
structural variations in regions spanning domain 
boundaries. For example, it has been demonstrated 
that deletions, inversions or duplications that alter the 
structure of the WNT6/IHH/EPHA4/PAX3 locus can 
disrupt regulatory interactions and cause human limb 
malformations99. In this study, it was shown in both 
patient- derived fibroblasts and genetically engineered 
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mice that the disease- relevant structural changes cause 
ectopic interactions between a cluster of limb enhanc-
ers, which is normally associated with Epha4, and other 
gene promoters in the locus, resulting in ectopic limb 
expression of these genes. Importantly, this rewiring of 
regulatory interactions occurred only when the struc-
tural variant disrupted a CTCF boundary. These and 
other experiments have demonstrated that the impact 
of genome rearrangements on gene misexpression and 
the severity of disease phenotypes is dependent on the 
extent to which boundaries are inverted and reposi-
tioned relative to the enhancers and promoters whose 
interactions they control99,138–141 (Fig. 4). It thus seems that 

gain, loss or rearrangement of the fundamental bound-
ary elements underlie subsequent changes in chromatin 
structure, sometimes also leading to changes in nuclear 
localization, and associated changes in gene expression. 
This evidence provides strong support for the view that 
the organization of the genome represents a property 
emerging from the order, orientation and activity of the 
regulatory elements.

Mechanisms underlying enhancer–promoter interac-
tions. In 3C contact matrices of sufficient depth and 
resolution, interactions between enhancers and pro-
moters are detected as enriched contacts above the 
baseline of domains formed by loop extrusion and com-
partmentalization67,68,142 (Fig. 2). This higher contact fre-
quency indicates that additional mechanisms contribute  
to the formation of enhancer–promoter interactions.

Physical interactions between regulatory elements 
were described long before the detailed 3D organization 
of the interphase genome was known143,144. The mouse 
β- globin gene locus was among the first mammalian 
gene clusters in which relatively long- range enhancer–
promoter interactions were characterized in detail145,146. 
It was suggested that these interactions are driven by 
affinity between active regulatory elements, medi-
ated by transcription factors bound to these elements. 
This theory was later confirmed by several studies that 
demonstrated that the enhancer–promoter interactions 
at the β- globin gene locus are dependent on the eryth-
roid transcription factors GATA1 (ReF.147) and KLF1 
(ReF.148) and the more widely expressed ‘looping’ factor 
LDB1 (ReFs149–152). Several other transcriptional cofac-
tors with key roles in mediating enhancer–promoter  
interactions have been described153, including YY1 
(ReFs154,155) and the mediator complex125,156, although 
the structural contribution of the mediator complex to 
enhancer–promoter communication has recently been 
disputed157,158. Overall, it seems that protein–protein 
interactions between the tissue- specific and ubiquitous 
factors bound at regulatory elements play an important 
role in mediating their interactions.

It has been shown that engineering forced contacts 
between an enhancer and a promoter can result in gene 
activation in cell lines149,159,160, which could be interpreted 
as evidence for an instructive role of genome structure. 
However, in the native context, the structure of the 
genome seems to be dependent on the factors bound at 
promoters, enhancers and boundary elements, imply-
ing that genome structure is reflective of the sequence, 
activity and linear order of the regulatory elements.

Enhancers and promoters often form interactions with 
multiple other regulatory elements. It has been shown 
that these elements can form complex, higher- order, 
hub- like structures, in which multiple enhancers and 
promoters colocalize simultaneously44–46. Although it has 
been suggested that there is a degree of inherent speci-
ficity between enhancers and promoters mediated by the 
compatibility between their bound factors28,161, it is likely 
that enhancer–promoter communication would not be 
sufficiently specific if it were dependent on the affinity 
between bound transcription factors alone. It has been 
shown that on deletion of a CTCF boundary upstream 
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Fig. 3 | Compartmentalization and loop extrusion. a | Compartmentalization of  
the genome results from the spatial separation of euchromatin (compartment A)  
and heterochromatin (compartment B) and distal interactions between chromatin 
regions of the same type. This process is likely driven by phase separation. Hetero-
chromatin compartments are often positioned in the nuclear periphery, whereas 
euchromatin com partments are usually located in the interior of the nucleus. b | Loop 
extrusion is initiated when a complex of cohesin and NIPBL (also known as SCC2; not 
shown) is loaded onto chromatin. As this complex translocates along the chromatin fibre, 
it extrudes a loop, until it is blocked by the amino terminus of CCCTC- binding factor 
(CTCF) at boundary elements. The cohesin complex can be released by WAPL (and its 
PDS5 binding partners).
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Fig. 4 | The relationship between the linear order of  
the regulatory elements and the organization of the 
genome. a | In a hypothetical region of the genome, an 
active enhancer activates an upstream gene in the middle 
topologically associating domain (TAD). b | Deletion of the 
downstream boundary of the middle TAD (red cross) causes 
two TADs to merge; the active enhancer now also activates 
the downstream gene. c | Insertion of a new boundary 
element within the middle TAD causes the formation of  
an extra TAD, with the active enhancer and the upstream 
gene now located in two separate TADs. The enhancer  
can no longer interact with and activate the upstream  
gene promoter. d | Inversion of the region highlighted by 
the dashed box repositions the active enhancer in a new 
TAD. It can no longer interact with the upstream gene 
promoter, but instead activates the downstream promoter. 
Note that in each scenario the changes in activity within 
the domains alter their long- range compartmentalization.  
CTCF, CCCTC- binding factor.

of the α- globin gene cluster, gene promoters from the 
upstream domain join the hub containing the α- globin 
genes and their enhancers and become highly upregu-
lated in this active environment74. This observation is in 
line with the studies described above, which have shown 
that disruption of loop extrusion boundaries can result 
in promiscuous enhancer activity.

Loop extrusion mediated by cohesin and halted at 
boundary elements therefore likely contributes to spec-
ificity between affinity- mediated interactions between 
regulatory elements. It is possible that cohesin also plays 
a more direct role in mediating enhancer–promoter 
interactions. It has been shown that a subset of cohesin 
molecules that do not overlap with CTCF colocalize 
with the mediator complex156 and other transcription 
factors162. This finding could indicate that cohesin is 
transiently halted at regulatory elements bound by these 
factors during the process of loop extrusion, which could 
potentially result in strengthening of these interactions. 
Another interpretation of their colocalization is that 
cohesin might be loaded at these active elements.

Despite extensive investigation, the precise role of 
loop extrusion in regulating enhancer–promoter inter-
actions and gene activity is not clear. In contrast to the 
strong effects of perturbations of some TAD borders 
on the activity of nearby genes, genome- wide pertur-
bations of both cohesin and CTCF have unexpectedly 
modest effects on gene expression, despite causing an 
almost complete loss of TAD structures62,117,119. One 
suggested explanation for these modest effects is that 
cohesin and CTCF are especially important for genes 
regulated by distal enhancers117, as regulatory elements 
separated by large genomic distances could be more 
dependent on loop extrusion to come into close prox-
imity. It is also possible that loop extrusion is more 
important for the establishment of enhancer–promoter 
interactions than for their maintenance. In support of 
this hypothesis, it has been shown that cohesin depletion 
affects expression of inducible genes in mouse myeloid 
cells triggered by inflammatory stimuli163. Regardless, 
the observation that drastic changes in genome struc-
ture caused by depletion of cohesin and CTCF are not 
associated with catastrophic changes in gene expression 
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argues against a major instructive role of these structures 
in regulating gene expression.

Despite outstanding questions, the picture that 
emerges is that both loop extrusion directed by bound-
ary elements and affinity- mediated contacts between 
enhancers and promoters contribute to regulatory 
chromatin interactions. This implies that the formation 

of specific chromatin structures is dependent on the 
activity of the fundamental regulatory elements of 
the genome. It is possible that loop extrusion functions 
to bring enhancers and promoters located between 
sets of boundary elements into contact and that such 
contacts are subsequently stabilized by protein–pro-
tein interactions between the factors bound at these 
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Fig. 5 | Formation of enhancer–promoter interactions by loop extrusion and affinity. 
Shown is a schematic overview of how a combination of loop extrusion and affinity 
between proteins bound at regulatory elements could contribute to the formation  
of specific enhancer–promoter interactions. As the cohesin complex translocates along 
the chromatin fibre and extrudes a loop, it brings regulatory elements into close 
proximity. The cohesin complex is halted when it approaches the amino terminus of 
CCCTC- binding factor (CTCF) located at boundary elements, which explains the 
formation of interactions between CTCF- binding sites at domain boundaries and 
enriched intradomain interactions. Within these domains, higher- order hub structures 
comprising interactions between multiple enhancers and promoters are formed. It is 
likely that these structures result from a combination of loop extrusion and protein–
protein interactions between the factors bound at enhancers and promoters, although 
the precise contribution of both processes is still unclear. As shown in panel a, it is 
possible that contacts between regulatory elements are initially facilitated by loop 
extrusion and subsequently stabilized by affinity between the proteins bound at these 
elements. As illustrated in panel b, it is also possible that loop extrusion has a more direct 
role in mediating enhancer–promoter interactions if the transcription factors (TFs) and 
cofactors bound at enhancers and promoters transiently halt cohesin translocation. For 
clarity a single cohesin complex is shown in panel a and multiple cohesin complexes are 
shown in panel b. At the moment it is not clear at what location and with what frequency 
cohesin is loaded onto chromatin. However, this is not critical for the models; the model 
in panel a could also work with multiple simultaneous loading events, whereas the 
model in panel b could also work with sequential loading events.

◀

elements (Fig. 5). Such a model is consistent with polymer 
simulations130,164,165.

The establishment of genome architecture during differ-
entiation and development. The relationship between 
genome structure and function can also be addressed by 
examining how both change during differentiation and 
development166. Although some TAD structures change 
during differentiation, TAD borders are overall relatively 
stable125,167–170. By contrast, enhancer–promoter interac-
tions are often specific for the cell types in which the gene 
they control is expressed. However, it is unclear when spe-
cific interactions between enhancers and promoters within 
TADs are formed and what their precise relationship is 
with gene activation. There are several examples of loci 
in which interactions between enhancers and promoters 
seem to be established before gene expression39,105,171–174. 
It has been suggested that such preconfigured loci might 
function to prime genes for transcriptional activation175, 
thus arguing for a primary instructive role of genome 
structure for gene regulation. However, there are also 
several cases of de novo formation of enhancer–pro-
moter interactions during differentiation, which are more 
directly associated with gene activation174,176–179. For exam-
ple, analysis of chromatin interactions at several erythroid 
gene loci, including the α- globin gene locus, during mouse 
erythroid differentiation at high temporal and spatial 
resolution, showed that interactions between enhanc-
ers and promoters are already formed before maximum 
gene activation, but at a relatively low frequency. During 
differentiation, as the activity of the regulatory elements 
increases, these enhancer–promoter interactions gradually 
strengthen, which correlates with a progressive increase 
in gene expression142. This finding argues that the activ-
ity of the regulatory elements is instructive for specific 
enhancer–promoter interactions.

Although there might be different ways in which 
enhancer–promoter interactions are related to gene acti-
vation, it is also possible that some of the differences in 

the models reflect the point in differentiation at which 
they have been analysed and the resolution of the analysis. 
It will be important to analyse more gene loci at high spa-
tial and temporal resolution to determine exactly when 
and how potentially preconfigured structures are formed.

Overall, the temporal pattern of the formation of 
TADs and enhancer–promoter interactions during 
development seems to match the activity of the regula-
tory elements that underlie the formation of these struc-
tures. The tissue- invariant factors occupying boundary 
elements contribute to the formation of TADs, which are 
relatively stable during development. The tissue- specific 
transcription factors that bind to enhancers and promot-
ers mediate their specific interactions, which occur only 
in the tissues in which these factors are expressed and 
the regulatory elements are active.

Non- membrane- bound nuclear bodies. As genomic 
analyses are revealing more detail about the higher- 
order organization of the genome, recent developments 
in microscopy are starting to visualize dynamic nuclear 
structures at a molecular level112,180–185. These include 
non- membrane- bound subcompartments, which are 
regions of chromatin where specific combinations of 
DNA, RNA and proteins interact at increased concen-
trations with respect to other regions of the nucleus. 
These components are recruited to undertake various 
nuclear processes, including DNA replication, DNA 
damage repair, transcription, repression and RNA pro-
cessing. As part of these processes, it is thought that the 
relevant molecules may interact and concentrate via 
high- affinity oligomerization or by forming numerous 
weak multivalent interactions associated with phase 
separation186–189. Such aggregative processes may bring 
together widely distributed regions of the genome with 
a similar function to form nuclear subcompartments for 
specific processes. For example, the A and B compart-
ments preferentially associate with other compartments 
of similar identities with respect to chromatin modifi-
cations and gene expression81. Within A compartments, 
more specific interactions reflect shared localization of 
co- regulated genes in nuclear subcompartments190,191, 
such as transcriptional hubs192,193 (previously referred to 
as ‘transcription factories’194) and nuclear speckles195–197, 
whereas silenced heterochromatic regions in B compart-
ments colocalize at the periphery of nucleoli197 or at the 
nuclear lamina198. Furthermore, regions targeted by 
the Polycomb repressive complexes form contacts within 
Polycomb bodies199. At this point it is still speculative, but 
it is possible that (some of) these structures result from 
self- assembly into dynamic molecular condensates, in 
which high concentrations of the relevant molecules may 
allow increased efficiency of the processes occurring.

Conclusion and future perspectives
We have discussed how many aspects of the 3D structure 
of the genome emerge as a consequence of the distri-
bution of promoters, enhancers and boundary elements 
and the processes they control, particularly transcrip-
tional and epigenetic regulation and the translocation 
of cohesin along chromatin. It is much less clear that 
the higher- order structure of chromatin and the nuclear 

Polycomb bodies
Foci of Polycomb group 
proteins in the nucleus that  
are involved in both genome 
organization and repression  
of gene expression.

Molecular condensates
Non- membrane- bound 
subcompartments in the 
nucleoplasm or cytoplasm  
that are strongly enriched  
in or depleted of specific 
proteins or nucleic acids.
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substructures that emerge play an instructive role in 
gene regulation over and above what is dictated by the 
regulatory elements (Box 2).

As discussed, the organization of the genome 
into A  and B compartments seems to result from 
self- association and phase separation of similarly 
modified chromatin. This process is determined by 
DNA- binding proteins and their activities, which are 
delimited by the regulatory elements. As yet there is no 
way to prevent the formation of these self- assembling 
compartments without perturbing the nuclear processes 
by which they form and therefore no simple experiment 
to test their additional functional role, if any. The organ-
ization of chromosomes into TADs and subTADs is 
most readily explained by loop extrusion delimited by 
boundary elements, which creates domains of interac-
tions relevant for gene regulation. Abrogation of these 
higher- order conformations by removal of either cohesin 
or CTCF seems to have a surprisingly small effect on gene 
expression. This finding suggests that these structures 
may be of relatively little functional importance in them-
selves but rather provide a very informative reflection 

of the activity and organization of regulatory elements. 
Supporting this view, it is of interest that it has recently 
been suggested that 3D genome structure, as observed 
in 3C matrices, can be accurately predicted only on 
the basis of the distribution of regulatory elements and  
chromatin modifications by machine learning200,201.

In future work, it will be important to investigate in 
greater detail how compartmentalization, loop extru-
sion, enhancer–promoter interactions and transcription 
occur in real time in single cells. Furthermore, it will 
be of interest to get a better understanding of the bio-
chemistry and dynamics of the proteins interacting with 
the regulatory elements driving these processes within 
subnuclear compartments and molecular condensates. 
We anticipate that integration of super- resolution imag-
ing and single- cell sequencing approaches will provide 
answers to these and other outstanding questions in  
the field, which will lead to a better understanding of the  
principles underlying gene regulation, genome 
organization and their relationship with each other.
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