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About letters, alphabets and states
First order Markov models

Higher order models

Hidden Markov models

Evaluation Problem

Decoding Problem

Learning problem

Used in computational structural biology
e.g. to associate to each family of functionally similar proteins
a generative probabilistic model as a fingerprint



Refresh: definition of a HMM

Definition: A hidden Markov model (HMM)

* Alphabet £={b,, b,, ..., by}

» Setofstates Q={1,..K}

* Transition probabilities between any two states

a; = transition prob from state i to state j

ay, +..+ay=1, forallstatesi=1..K

 Start probabilities ay

Agy + ...+ =1
* Emission probabilities within each state
e(b)=P(x,=b | m =k)

e/(b,) + ... +e(by) =1, forallstatesi=1..K
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The three main questions on HMMs
1. Evaluation

GIVEN a HMM M, and a sequence X,
FIND Prob[x|M]

2. Decoding
GIVEN a HMM M, and a sequence X,
FIND the sequence m of states that maximizes P[x, w | M ]

3. Learning

GIVEN a HMM M, with unspecified transition/emission probs.,
and a sequence x,

FIND parameters 0 = (e(.), a;) that maximize P[x | 0 ]



The vocabulary of proteins

Protein domains correspond to the words in the proteins
language. Domains can be distinguished by their se-
quence (sequence profiles) or their structure (classifica-
tion databases). Sequence profiles are most commonly
represented using statistical models such as position
specific scoring matrices (PSSM) and hidden Markov
models (HMM). HMM-based methods include Pfam
(9], EVEREST [10], SMART [11], and PAN'THER
[12]. PSSM-based methods include PRIN'T'S [13], PRO-
SITE [14] and ProDom [15]. Here we refer to sequence
profiles as domains or words. Structure-based classifica-
tions including SCOP [16,17], SCOP2 [18] and CATH
[19-21], as well as predicted domain structures as in
SUPERFAMILY [22,23], Gene3D [24,25], ECOD [26]
and COPS [27] are not considered here.

Sequence-based methods differ in coverage, level of
curation and definition of families. Compilation databases
like CDAR'T" [28-30] and InterPro [31] match all sets of
profiles to all known sequences (IFigure 2). T'his facilitates
the classification of the protein universe into protein
families by providing the locations of different domains
along every sequence. Often two different sequence
profiles match the same region of sequence leading to
several domains, or words, for the same physical object.
"T'his can lead to confusion and such synonyms need to be
recognized and possibly eliminated [32°°].



Figure 1

Human Language Protein Language

Current Opinion in Genetics & Development

Analogy between human and proteins languages. In this comparison,
the vocabulary (domains) of proteins is built from an alphabet of amino
acids. The syntax principles enable domain association to form multi-
domain architectures, a process governed by hierarchical rules
(grammar), that determine the structure and hence the biological
function (semantics) of proteins. In several languages, for example in
English, a number of different classes of words exist (nouns,
adjectives, verbs, adverbs, pronouns, conjunctions). Each class has its
task in the language, that is, nouns name words, adjectives describe
nouns, verbs are action words, conjunction connect words.
Analogously, one can also distinguish different classes of domains
with different tasks (motors, binding proteins, enzymes, signaling
proteins, structural proteins, targeting proteins).



Figure 2
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Actual structures

Current Opinion in Genetics & Development

Sequence profile databases can be sequence-based (blue circles) or structure-based (orange circles). Sequence-based profiles are derived by
mainly two methods: HMMs (Hidden Markov Models) or PSSMs. (Position Sensitive Sequence Matrices). Structure-based profiles in Gene3D and
superfamily are generated from HMMs built from actual structures coming from CATH and SCOP, respectively. Two main integrative resources,
CDART and InterPro, are shown (green circles) with the databases they include.
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PROBARILISTIC TRAINING OF
HIDDEN MARKOV MODELS
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