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OUTLINE
-  K-Mean (recap) (partitioning)
-  An information based metric in the space of clusterings
-  DBSCAN (density based)
-  Superparamagnetic (couplings, interactions)



K-means (recap 1)

“GUESS”  K=3 



K-means (recap 2)

Iteration = 0

• Start with random 
positions of  centroids.



K-means (recap 3)

Iteration = 1

• Start with random 
positions of  centroids.
• Assign each data point to  
  closest centroid



K-means (recap4)

Iteration = 1

•  Start with random  
   positions of  centroids.
•  Assign each data point to  
  closest centroid
•  Move centroids to center
 of assigned points



K-means; algorithm to find minima

Iteration = 3

• Start with random 
positions of  centroids.
• Assign each data point to  
  closest centroid
• Move centroids to center
 of assigned points
• Iterate till minimal cost



E=Total Sum of Squares vs K	




•  Result depends on initial centroids’ position
•  Fast algorithm: compute distances from data 

points to centroids
•  O(N) operations (vs O(N2))

•  Must preset K
•  Fails for non-spherical distributions

K-means - Summary



Entropies, Mutual Information Between Clusterings





VI induces a metric in the space of clusterings (Meila2007)



https://towardsdatascience.com 



A topological data analysis is 
required, particularly in the 
presence of noise: what is 
noise?    …Outliers, 
“evaporated” data







Dbscan LINKS fro towards datascience.com 
with practical applications in python

Soner Yildirim
https://towardsdatascience.com/dbscan-clustering-explained-97556a2ad556 

Kamil Mysiak
https://towardsdatascience.com/explaining-dbscan-clustering-18eaf5c83b31

DBScan in Wikipedia
https://en.wikipedia.org/wiki/DBSCAN 

Original paper Ester1996 and DBSCAN revisited by the same authors

 









PRACTICAL APPLICATIONS

Super paramagnetic unsupervised clustering (P)(Blatt1996, 
Tetko2005 see also: 
http://www.vcclab.org/lab/spc/and also the very useful link to 
Rudy Stoop’s computational biology clustering page 
 
http://stoop.ini.uzh.ch/research/clustering). 
 






