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Outline L 19

* Basic distinctions and concepts in inference: one sample/two samples/
Multiple samples; power/significance (type I/type Il errors) sample
size/ experimental design

 Overwiew of statistical test (see Rosner’s general flow-chart p.895;
See also W&S interleaf on p. 465 which test | should use?

 The Wilcoxon rank sum test (Mann-Whitney U test)



The 1 BILLION DOLLAR QUESTION: WHICH TEST | SHOULD USE?
(see W&S interleaf n. 7)

List of sub-questions:
* Does your test involve just one variable,
or are you testing the association between two or more variables?

* Are the variables categorical or numerical?

* Are your data paired?
(e.g.diachronic vs. synchronic treatment studies)

 What are the assumptions of the tests, and do your data
meet those assumptions? (Normality/non-normality)



TABLE 1 Commonly used statistical tests for data on a single variable. These methods test
whether a population parameter equals the value proposed in the null hypothesis or whether a
specific probability model fits a frequency distribution. (Red numbers in parentheses refer to the
chapter that discusses the test. Some refer to future chapters.)

Data type Goal Test

Binomial test (7)

Use frequency data to test whether a X2 Goodness-of-fit test with two
Categorical population proportion equals a null  categories (used if sample size is too
hypothesized value large for the binomial test) (8)

Use frequency data to test the fit of a 2 ,
specific population model X~ Goodness-of-fit test (8)

Test whether the mean equals a null
hypothesized value when data are
approximately normal (possibly only
after a transformation) (13)

Test whether the median equals a
null hypothesized value when data

One-sample t-test (11)

Numerical are not normal (even after Sign test (13)
transformation)
Use frequency data to test the fit of a 2 :
discrete probability distribution X~ Goodness-of-fit test (8)
Use data to test the fit of the normal Shapiro-Wilk test (13)
distribution

Most hypothesis tests are carried out to determine whether two variables are associated or
correlated. This question can be addressed when the two variables are both categorical, both

numerical, or when there is one of each. Table 2 lists the most common tests used for each
combination when the appropriate assumptions are met.



TABLE 2 Commonly used tests of association between two variables. (Red numbers in
parentheses refer to the chapter that discusses the test.)

Type of explanatory variable

Categorical Numerical

Type of response : Contingency . :
variable Categorical analysis (9) Logistic regression (17)

t-tests, ANOVA,

Numerical Mann-Whitney U- | Linear and nonlinear regression (17)
test, etc.
[See Table 3 for Linear correlgtlon (16) Spearman’s
— rank correlation (when data are not
more defails.] -
bivariate normal) (16)

Many methods allow hypothesis tests of differences in a numerical response variable
among different groups (see the bottom left corner of Table 2). Testing differences between
groups is equivalent to a test of association between a categorical explanatory variable (group)
and a response variable. Table 3 summarizes these tests and gives the particular circumstances
in which each is used, along with alternatives that make fewer assumptions.




TABLE 3 A comparison of methods to test differences between group means according to

whether the tests assume normal distributions. (Red numbers in parentheses refer to the
chapter that discusses the test.)

Number of Tests assuming normal distribution Tests not assuming normal
treatments distributions

Two treatments

(independent Two-sample t-test (12) Mann-Whitney U-test (13)
samples)

Welch's t-test (used when variance is
unequal in the two groups) (12)

Two treatments : _
(paired data) Paired t-test (12) Sign test (13)

More than two ANOVA (15) Kruskal-Wallis test (15)
treatments




Comparing two groups: the Mann-Whitney U-test

RULE OF THUMB: Use the Wilcoxon signed-rank test when you'd like to use the paired t—test,
but the differences are severely non-normally distributed.

The Mann-Whitney U-test can be used in place of the two-sample t-test when the normal

distribution assumption of the two-sample t-test cannot be met.2 This method uses the ranks of
the measurements to test whether the frequency distributions of two groups are the same. If the
distributions of the two groups have the same shape, then the Mann-Whitney U-test compares
the locations (medians or means) of the two groups.

EXAMPLE 13.5 Sexual cannibalism in sagebrush crickets

The sage cricket, Cyphoderris strepitans, has an unusual form of mating. During mating, the

male offers his fleshy hind wings to the female to eat. The wounds are not fatal,29 but a male
with already nibbled wings is less likely to be chosen by females he meets later. Females get
some nutrition from feeding on the wings, which raises the question, “Are females more likely to
mate if they are hungry?” Johnson et al. (1999) answered this question by randomly dividing 24
females into two groups: one group of 11 females was starved for at least two days and another
group of 13 females was fed during the same period. Finally, each female was put separately
into a cage with a single (new) male, and the waiting time to mating was recorded. The data are
listed in Table 13.5-1. The median time to mating was 13.0 hours for starved females and 22.8

hours for fed females.
From: Michael C. Whitlock and Dolph Schluter - The Analysis of Biological Data-W. H. Freeman and Company (2015) chap 13




TABLE 13.5-1 Times to mating (in hours) for female sagebrush crickets that
were recently starved or fed. The measurements of fed females are in red to
facilitate comparison after ranking (see Table 13.5-2).

Starved Fed
1.9 1.5
2_ 1 ’ Starved females 1.7
3.8 2.4
9.0 £ 3.6
9.6 0 —/ 5.7
13 '0 ’ Fed females 22.6
14.7 22.8
17.9 £2 39.0

21.7 ° 0 20 40 60 80 100 54-4
Time to mating (hours)
29.0 Figure 13.5-1 72-1
Whitlock et al., The Analysis of Biological Data, 2e,
72.3 © 2015 W. H. Freeman and Company 73_6
79.5

88.9



TABLE 13.5-2 Times to mating of female crickets from both groups, ordered
from smallest to largest and then ranked. Data from group 2 (fed crickets)
are highlighted in red to facilitate comparison.

Group Time to mating Rank
2 1.5 1
2 1.7 2 RANKING THE
1 1.9 3 DATA
1 21 4 FROM BOTH
2 2.4 5 GROUPS
2 3.6 6
1 3.8 7
2 5.7 8
1 9.0 9
1 9.6 10
1 13.0 11
1 14.7 12
1 17.9 13
1 21.7 14
2 22.6 15
2 22.8 16
1 29.0 17
2 39.0 18
2 54.4 19
2 72.1 20
1 72.3 21
2 73.6 22
2 79.5 23
2 88.9 24




DA2020 L#21 .
NOTE  On wilCoxonN RANK SuH NoN PARAMETRIC TEST
CAKA  HANN- WHITNEY (- TESTD

lonsider tha data. fowm Johwsow V999 efened o
MWeS chapB® CConmibalism in gjekets® Ceexsl )
The ohpche of the daxt is 5 show that te
w0 owplec either came ow the sAme deadnbytion

(Fo) Ob came fpm o SHFTED DISTRIBUTION (H4)
+60 L(x+tad) aso

F\G’vo m. . | M

-——2-:—-’ P 'hmﬁv m‘ﬂlﬁﬁ

ln the spcbe cae <fudy tha dishu bution R{QVS. 1_
2 time mtng  with Y ideo. that fed. crck
fewales shold have a delay &f wating wr,

4o stoared Jewsles.

The datoe are Showw wclides 843 of
fuie gecertation, Thye :
¥ HaPl Fpalhie B2 B0 = Felx+d)
—wchon

wheve FOx) is the cumy hatne < ghj\‘b.\m
velaTed v -(-(x) whane s mahug Hwe.
The is e '\gp\ca& lest on oo o ‘-‘a-u
Ao o L6 were. wov mall we would
Jo Ne TwWO \a\m?a_ £ dect




FURTHER. NOTE ON THEEETIMATES OF AANKSUHS

THIS 1S THE SETTING IV wHicH AEAN
WE HAVE A conTrROL SITVATION, we
PERTURR  THE srTvATIov AND WE WOULD LIKE

To ASSESS WHE THER THE PERTVEBATION
HAS SHIFTED THE DISTRIBUNON 1M £ STAT,

SIGNIFI CANT — WAY.

» IN A NON PARAHESTRIC TEST THE
SATSTIC 0 BE CONFAOMED WITH THE
MULL DISTR/BurraN TOR.  ESTRENMALTY
IS BASED ON RANKS

o FIRST sTEP RANKING-
G MBINE DATA FroN THE TWO GROVPS OF

DASERVA TIONS /INTO OWE RANKED LIST FhRow
THE LoWEST To0 THE +EHEST pvE

o COMPTE THE SUM oF EANKS FREUTIVE T
70 THE SnAUELT GROvP AND THEN
CHECK For. ESTEENMALITY

vt L DISTA| BunoN
v
pvale

@






oo DJCE A TRBLE oF RISSIBLE SenS

RANKS " |SUNS WRIARLE
O S U T, e P
2 R S 6
XN 2 e
X i
X, s
X s 3 b
) ™ X g
-—B > X q
% x % \0
A X A
X ' _g' mwa
35 Vghe wof '(3\ 3'(74)'
1;2,3;41‘?‘ So¢o = 35
6 x 24 G T
' \
\
Make He Wishpans
) ‘H\&mq 1s O, 05F
=P vale
The dbswed \ e
o




Undia the noll hypothecis,
SO W \3J€Ct e Aana,Ge
weoTess Hef fhe heahuud® wan

effeche

—'I'(: the SWP(-W-‘- A WO NUmao US
Yan (@ then the T dishubrhron
C2AN e lemﬁi with oo Gmyssian

”.‘*k ,LT-_— m‘l (’n~+9\2_+1)
2-

L avevpge. muk

ond St = F«“z("«f"zﬂ)

12

oud  leok o tEbee dor Zt= T—s-)“‘r
.

Inthe cave of Cricke!s

T= 3e4+ 743 + 1041 + (248414 FF +2 =424
n=M  My=43 Wyla=2% m > 1o
Pr= M (4142 402 = 4_-_1_%2-_2._.: i1%.5
0y = M. 43 (25)

A2 = 44,26
= |421- 13%.5=%°
5 |“j§.—g‘-5i= - 0.956

P= Qx[‘i—é(_o's%)]: 0N b‘ﬁ".



ot & e Ha shhched able —
‘bnnw'us Hg U - yania b (UAQ)

U = Ao et~

U2= Pafy U4 =5

U - & IOOk -sz UO'%,’i‘{.B =4w

S 88 » Gage thewn Hha miheal
vlie  The n@ wypotterh Haks shold net
oz oK Sl
ke vepdid twa a vale wbg o
b\ya oo Wl (o obyeved  Sham be
> 0,0 | obtmd bychae
: * witka @Ab«b‘.&b
> 0,05



Table 10.1 Some properties of three equivalent two-sample distribution-free tests.

Mann-Whimey U test

Uyy = No. of pairs with x; < y;
Uyy = No. of pairs with y; < x;
Wilcoxon rank sum test

T, = Sum of ranks for x;s

T, = Sum of ranks for y;s
Kendall'’s S test

S=Uyy ~ Uyx

Bounds

All x; < all y,

non;

Jz'm (n; + l)

nny + m(ny + 1)

nn;

All y; < all x;

mn;

nmn; + %m(m + 1)

éng(n'_.v + ])

—mn;

Sampling distribution
Variance
Mean No ties Ties
lmm 'l]ﬂ"(ﬂ ) & n3 P o E(,-‘ — ,)
27 12 12n(n — 1) T
ny(n+1)
As above
2(71 + l)
n,nw(n ]) nny LI S
0 3 3"—(" o) [n n kx’(l 1)

Notation: n; = Sample size of x;s.
ny = Sample size of y;s.

n=n +n.

From:Armitage, StatisticalMethodsinMedicalResearch
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Wilcoxon Rank-Sum Test (Normal Approximation Method for Two-Sided Level o Test)
(1) Rank the observations as shown in Equation 9.7.
(2) Compute the rank sum R, in the first sample (the choice of sample is arbitrary).

3) @ IfR, #n(n, +n,+1)/2 and there are no ties, then compute

T= HRl Sl o +1)‘— %]/\/(%)(nl +1,+1)

(b) If R, # n (n, + n,+ 1)/2 and there are ties, then compute

. . fti(t.?-l)
Continuity correction TEH&_mw&w+D 1] (ﬂﬁ

e S ) n+n,+1- i=1
2 2 12 (ny+ny)(ny +ny —1)

where ¢, refers to the number of observations with the same value in the
ith tied group, and g is the number of tied groups.

(c) IfR, =n,(n, +n,+ 1)/2, then T=0.
@ If
T>2z op
then reject H;. Otherwise, accept H,,.
(5) Compute the exact p-value by
p=2x[1-(T)]

(6) This test should be used only if both n, and n, are at least 10, and if there is
an underlying continuous distribution.

The computation of the p-value is illustrated in Figure 9.6.

The rationale for the different test statistics in the presence or absence of
ties is that the variance (i.e., Var(R))) is reduced in the presence of ties.

An alternative variance formula for R,, which is valid either in the presence
or absence of ties, is given by:

- N+1
Var(R,) = (mj r - )2,
! N E 2

where N = n, + n, and r, = rank of the ith observation in the combined
sample of size of N.




FIGURE 11.33 Flowchart for appropriate methods of statistical inference
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